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Abstract

Background: Emerging artificial intelligence (AI) applications have the potential to improve health, but they may also perpetuate
or exacerbate inequities.

Objective: This review aims to provide a comprehensive overview of the health equity issues related to the use of AI applications
and identify strategies proposed to address them.

Methods: We searched PubMed, Web of Science, the IEEE (Institute of Electrical and Electronics Engineers) Xplore Digital
Library, ProQuest U.S. Newsstream, Academic Search Complete, the Food and Drug Administration (FDA) website, and
ClinicalTrials.gov to identify academic and gray literature related to AI and health equity that were published between 2014 and
2021 and additional literature related to AI and health equity during the COVID-19 pandemic from 2020 and 2021. Literature
was eligible for inclusion in our review if it identified at least one equity issue and a corresponding strategy to address it. To
organize and synthesize equity issues, we adopted a 4-step AI application framework: Background Context, Data Characteristics,
Model Design, and Deployment. We then created a many-to-many mapping of the links between issues and strategies.

Results: In 660 documents, we identified 18 equity issues and 15 strategies to address them. Equity issues related to Data
Characteristics and Model Design were the most common. The most common strategies recommended to improve equity were
improving the quantity and quality of data, evaluating the disparities introduced by an application, increasing model reporting
and transparency, involving the broader community in AI application development, and improving governance.

Conclusions: Stakeholders should review our many-to-many mapping of equity issues and strategies when planning, developing,
and implementing AI applications in health care so that they can make appropriate plans to ensure equity for populations affected
by their products. AI application developers should consider adopting equity-focused checklists, and regulators such as the FDA
should consider requiring them. Given that our review was limited to documents published online, developers may have unpublished
knowledge of additional issues and strategies that we were unable to identify.
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Introduction

Background and Rationale
The use of artificial intelligence (AI) in clinical care and public
health contexts has expanded rapidly in recent years [1-6],
including throughout the COVID-19 pandemic [7-15]. While
emerging AI applications have the potential to improve health
care quality and fairness [16-21], they may alternatively
perpetuate or exacerbate inequities if they are not designed,
deployed, and monitored appropriately [22-26].

Health equity is defined by the World Health Organization as
“the absence of unfair and avoidable or remediable differences
in health among population groups defined socially,
economically, demographically, or geographically.... Pursing
health equity means...giving special attention to the needs of
those at greatest risk of poor health, based on social conditions.”
[27]. According to the Robert Wood Johnson Foundation,
“achieving health equity requires identifying and addressing
not only overt discrimination but also unconscious and implicit
bias and the discriminatory effects—intended and
unintended—of structures and policies created by historical
injustices, even when conscious intent is no longer clearly
present.” [28].

Concerns about AI’s impact on health equity have been
discussed extensively in academic and gray literature. Several
frameworks identify AI health equity issues throughout
development and propose strategies to address them. For
example, Chen et al [29] created a 5-step ethical pipeline for
health care model development and recommended best practices
at each step. Others have proposed similar 6-, 5-, or 4-step
frameworks [21,30,31]. Catering more directly to practitioners,
researchers at Chicago Booth created an “algorithmic bias
playbook” [32]: step-by-step instructions for organizations to
identify, improve, and protect against biased algorithms so that
fairness is enhanced for vulnerable populations. These
frameworks focus on developers as the stakeholder with both
the responsibility and the means to improve health equity
outcomes. A recent report from Imperial College London built
upon Chen et al’s framework to further describe several health
equity issues, suggest more detailed strategies, and advocate
for action from a broader range of stakeholders, including
policymakers [33].

While the aforesaid frameworks related to AI and equity were
disseminated between 2016 and 2022, none link equity strategies
to multiple issues. An investigation identifying links between
health equity issues and strategies to address them is warranted
so that stakeholders can understand the universe of approaches
to improve health equity at all stages of AI application
development and deployment.

Objectives
The objective of this scoping review was to identify equity
issues for health AI applications and connect each issue with
corresponding strategies. In addition, we sought to produce a
framework that would be useful to independent evaluators whose
role is to make comprehensive recommendations for strategies
to address equity-relevant issues.

The objective of this review was established in consultation
with the study sponsor as part of a broader project examining
AI, COVID-19, and health equity. Stakeholder consultation,
initial document searches, and document screening were
undertaken as part of this broader project and are also described
in a separate article on the use of AI in the COVID-19 response
[34].

Methods

Overview
We adopted a scoping review approach [35] to identify and
describe equity issues arising due to implementation of AI in
health and catalog strategies to address each issue. In performing
the scoping review, we followed the 5 steps described by Arksey
and O’Malley [35], although we opted to begin the
recommended optional stakeholder consultation before
conducting the literature review so that our stakeholders could
assist with our search strategy development. We elected a
scoping review approach because it is well-suited to
“[summarize] findings from a body of knowledge that is
heterogeneous in methods or discipline” such as available
academic and gray literature [36]. We followed the
PRISMA-ScR (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses Extension for Scoping Reviews;
Multimedia Appendix 1) reporting guidelines as we designed
and executed our review [36]. While the study protocol is not
published online, Multimedia Appendix 2 includes a detailed
description of the search strategy.

Preparatory Stakeholder Consultation
To best understand the contextual landscape of our scoping
review, we began our project by consulting a diverse group of
9 health care stakeholders: 1 patient advocate, 2 clinicians, 1
health system representative, 1 health insurance representative,
1 public policymaker, 1 public health official, 1 industry
representative, and 1 researcher. Interviews with these
stakeholders helped us define what was in scope for our review
and refine inclusion and exclusion criteria for our literature
search strategy. The stakeholders we interviewed also identified
exemplar peer-reviewed and gray literature documents, existing
frameworks, and example lists of issues and strategies. The
stakeholder interview protocol, which was provided to
stakeholders and also covered topics related to AI and health
equity as part of a broader research study, is available in
Multimedia Appendix 2.

Eligibility Criteria
Documents were considered eligible for inclusion in our
literature search if (1) they were available in the English
language, (2) they related to AI, and (3) they discussed health
equity or the clinical or public health response to COVID-19.
For documents unrelated to COVID-19, the literature search
included publications between January 1, 2014, and December
10, 2021. For documents related to COVID-19, the literature
search was limited to the period from December 31, 2019, to
December 2021.
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Information Sources and Search Strategy
We searched 3 databases to identify academic literature of
interest: PubMed, Web of Science, and the IEEE (Institute of
Electrical and Electronics Engineers) Xplore Digital Library.
As directed by the medical reference librarian who assisted us
with our search strategy, we also searched 2 databases to identify
news articles and media commentaries of interest, which she
believed would be important to identifying emerging issues and

strategies that had not yet been evaluated by academic
researchers: ProQuest U.S. Newsstream and Academic Search
Complete. Finally, we searched the Food and Drug
Administration website and ClinicalTrials.gov for documents
meeting inclusion criteria. Textbox 1 gives an overview of our
search strategy according to the BeHEMoTh (Behavior, Health
condition, Exclusions, Models, or Theories) framework [37].
Detailed parameters for the search strategy are provided in
Multimedia Appendix 2.

Textbox 1. Search strategy outline using the BeHEMoTh framework [37].

• Behavior of interest (artificial intelligence): artificial intelligence, machine learning, deep learning, supervised learning, unsupervised learning,
reinforcement learning unsupervised clustering, unsupervised classification, supervised classification, natural language processing, expert system,
rules engine, fuzzy logic, or algorithm.

• Health context (clinical or public health response to COVID-19): health, clinic, hospital, therapy, medical, care, COVID-19, public health

• Model or theory (equity): equity, fairness, bias, inequality, race, gender, sex, gender, social determinants of health, socioeconomic status, income,
minority, disadvantaged, vulnerable, marginalized, disparities, prejudiced, or minority.

• Exclusions: documents in a language other than English.

To be included in our review, a document had to relate to the behavior of interest (artificial intelligence) and at least one of the following: the health
context (clinical or public health response to COVID-19) or the model or theory (equity).

Selection of Documents and Data Charting Process
We screened all documents of potential interest to determine
which were eligible for full-text review. Articles of potential
interest were added to a Microsoft Excel spreadsheet to facilitate
the selection process and data charting of our progress. If an
article did not have an abstract, it was automatically eligible for
full-text review.

For articles with an abstract or summary, we used a multistep
process to screen for inclusion in the full-text review. First, 3
members of the study team (CTB, LB, and SM) independently
screened a random sample of 6% (120/1897) of articles and
discussed disagreements among the reviewers about whether
articles should be included. We held a series of meetings to
refine and finalize our screening criteria to improve agreement
among our team. Second, we used single-reviewer screening to
determine inclusion for the remaining 94% (1777/1897) of
documents. Third, we used random dual review of a sample
(445/1777, 25.04%) of documents that had only been reviewed
by a single reviewer so that we could measure and report
interrater agreement. Disagreements in inclusion decisions were
resolved through consensus discussion by all 3 reviewers.

We decided to group issues and strategies using a 4-step
framework that we adapted from previously published AI
development pipeline literature sources [21,29-31]. The closest
preexisting framework was described by Chen et al [29] as
including 5 categories: Problem Selection, Data Collection,
Outcome Definition, Algorithm Development, and
Postdeployment Considerations. To make our results
understandable to the broadest possible set of stakeholders, we
expanded Chen et al’s original “Problem Selection” category
to include other aspects of the Background Context of AI
development and use. We retained a category for issues related
to Data Characteristics. We collapsed Outcome Definition
together with Algorithm Development because they are related
design decisions, and we renamed Postdeployment

Considerations to Deployment so that all forms of evaluation
would be included. Thus, our 4 development categories in the
framework became:

• Background Context: systemic and structural elements (eg,
factors that influence Problem Selection). For Background
Context, we defined systemic and structural elements as
the societal and organizational characteristics influencing
developers, including the rules and regulations in place at
the local, regional, and national levels.

• Data Characteristics: quality and quantity of the data.
• Design: choice of model, variables, outcome definition,

and objective function.
• Deployment: model evaluation, use, and maintenance.

Abstraction of Data Items for Issues and Strategies
Each article undergoing full-text review was reviewed by 1 of
3 members of the study team. Relevant citations listed in these
articles were also reviewed to identify additional data sources.
Our unit of analysis was an issue-strategy pair, defined as the
linking of a particular equity issue to a potential strategy that
could be used to improve equity for the AI application in health
care. We defined an issue as a potential equity-related problem
that had been suggested by at least one document author, and
we defined a strategy as a recommended action to address an
issue. We extracted issues and strategies named in each article
using a data collection form consisting of the reference for each
document, the specific issue(s) that the document discussed,
and which strategies that the article proposed could be used to
address the issue. Each document could include multiple
issue-strategy pairs. We also abstracted the following items for
each issue: narrative description of the issue, issue group
(prespecified categories: Background Context, Data
Characteristics, Design, and Deployment), representative quotes
from the document, and representative quotes describing
strategies. We included issues and strategies that were
speculative or theoretical in addition to those that have been
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“proven” to exist, because we believed this information would
likely be valuable to developers and regulators who are
interested in learning about emerging issues and solutions.

Synthesis of Results
We created our set of issues and strategies inductively: whenever
an equity issue or strategy discussed in a document was not
adequately described by the current set, we created a new entry.
Definitions were refined in group meetings among the 3
members of the study team.

Ethics and Human Participants
The RAND Corporation Human Subjects Protection Committee
(HSPC ID 2021-N0625), which functions as RAND’s

Institutional Review Board, determined that our study qualified
for exemption from committee review.

Results From the Preliminary Stakeholder
Consultation
Our stakeholders did not suggest any changes to the study topics
proposed for our review. They suggested that we should include
gray literature documents such as news articles, clinical trial
protocols, and conference proceedings in our review in addition
to peer-reviewed articles. Stakeholders also suggested that we
investigate several topics related to AI and equity that they
believed warranted further research (Textbox 2).

Textbox 2. Stakeholder recommendations for areas of focus in the scoping review.

Data sets, variable selection, and health equity

Stakeholders emphasized that there was a gap in current understanding about how limitations in training and validation data sets influenced AI
application performance for vulnerable subpopulations and how strategies could be undertaken to protect such subpopulations. They also expressed
concern that there was a tension in ensuring inclusion of underrepresented groups while also ensuring privacy for patients from such groups, and that
strategies were needed to improve equity due to this tension.

Limitations in evaluating equity-related outcomes

Four interviewees suggested that it was important to investigate certain outcomes for vulnerable subgroups of patients, such as measures of cost,
quality, and access to care, that might be challenging for developers to obtain.

Availability of equity-related information on AI algorithm performance

Four interviewees mentioned that AI may be used internally by an organization such as a health system or government agency, and that publicly
available information about algorithm performance for vulnerable subgroups might be limited.

See Multimedia Appendix 3 for additional results from the stakeholder consultation.

Results

Search Output
Our search strategy identified a total of 2244 unique documents
of potential interest. We conducted title and abstract review for
1897 documents or trial records, with 313 meeting inclusion
criteria. For a 25% (445/1777) sample of records that were
reviewed by 2 reviewers, interreviewer agreement on inclusion

was 88% (391/445; Cohen κ=0.61) [38]. We identified an
additional 347 documents of interest that did not have abstracts
to review, so they all underwent full-text review (296 news
articles and 51 Food and Drug Administration documents).

In total, 660 documents meeting inclusion criteria underwent
full-text review and were included in our analysis. The PRISMA
flow diagram displaying the literature search and screening
results is presented in Figure 1 [36].
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Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram. AI: artificial intelligence; FDA: Food and
Drug Administration.

Equity Issues and Strategies in Health AI
This section will present three tables and one figure that
highlight the issues affecting equity for AI applications as well
as the strategies we identified to address them.

We identified a total of 18 issues linked to 15 strategies. We
present our main results in 2 parts. Tables 1 and 2 display the

issues and strategies, respectively, that we identified in the
literature, and we provide a brief narrative description for each
item. Then, Figure 2 and Table 3 demonstrate how issues and
strategies were linked together. The complete list of documents
that identified each issue-strategy pair is provided in Multimedia
Appendix 4.
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Table 1. Issues related to AIa and health equity that were abstracted from the literature.

DescriptionCategory and issue

Background Context

Development team composition may be biased or poorly representative of the population,
leading to mismatched priorities and blind spots.

Biased or nonrepresentative developers

Lack of developer accountability makes it difficult for individuals harmed by AI appli-
cations to obtain compensation.

Diminished accountability

Developers may use AI algorithms to purposely discriminate for malice or for economic
gain.

Enabling discrimination

Data Characteristics

Insufficiently granular data on population characteristics may lead to inappropriately
aggregating dissimilar groups, such as classifying race into only White and non-White.

Limited information on population characteristics

Inadequate representation of groups in training data can lead to worse model performance
in these groups, especially when training and deployment populations are poorly matched.

Unrepresentative data or small sample sizes

When data reflect past disparities or discrimination, algorithms may incorporate and
perpetuate these patterns.

Bias ingrained in data

Inclusion of sensitive information, such as race or income, may cause algorithms to in-
appropriately discriminate on these factors.

Inclusion of sensitive variables

Exclusion of sensitive information may reduce accuracy in some groups and lead to
systematic bias due to a lack of explanatory power.

Exclusion of sensitive variables

Lack of reporting on the composition of training data or model performance by group
makes it difficult to know where to appropriately use models and whether they have
disparate impacts.

Limited reporting of information on protected groups

Model Design

When we do not understand why models make decisions, it is difficult to evaluate
whether the decision-making approach is fair or equitable.

Algorithms are not interpretable

Optimizing models for fairness may introduce a trade-off between model accuracy and
the fairness constraint, meaning that equity may come at the expense of decreased accu-
racy.

Optimizing algorithm accuracy and fairness may conflict

There are many conceptions of fairness and equity, which may be mutually exclusive
or require sensitive data to evaluate.

Ambiguity in and conflict among conceptions of equity

Deployment Practices

When training data, model design, or the outputs of algorithms are proprietary, regulators
and other independent evaluators may not be able to effectively assess risk of bias.

Proprietary algorithms or data unavailable for evaluation

Users may blindly trust algorithmic outputs, implementing decisions despite contrary
evidence and perpetuating biases if the algorithm is discriminatory.

Overreliance on AI applications

People may be dismissive of algorithm outputs that challenge their own biases, thereby
perpetuating discrimination.

Underreliance on AI applications

Models may be repurposed for use with new populations or to perform new functions
without sufficient evaluation, bypassing safeguards on appropriate use.

Repurposing existing AI applications outside original
scope

Time constraints may exacerbate equity issues if they push developers to inappropriately
repurpose existing models, use low-quality data, or skip validation.

Application development or implementation is rushed

AI applications may be deployed more commonly in high-income areas, potentially
amplifying preexisting disparities.

Unequal access to AI

aAI: artificial intelligence.
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Table 2. Strategies to address AIa equity issues that were abstracted from the literature.

DescriptionCategory and strategy

Background Context

Create AI development teams with diverse characteristics, experiences, and roles to increase consider-
ation of equity throughout development and decrease blind spots.

Foster diversity

Train AI developers and users in equity considerations and the ethical implications of AI, as these
topics may be unfamiliar to some.

Train developers and users

Foster community involvement throughout development, from conception to postdeployment, to increase
the likelihood that developers prioritize equity concerns.

Engage the broader community

Enact robust regulation and industry standards to align AI applications with social norms, including
equity, safety, and transparency.

Improve governance

Data Characteristics

Train models with large, diverse samples that are representative of the target population for the appli-
cation and contain all relevant features.

Improve diversity, quality, or quantity
of data

Exclude sensitive variables or replace them with variables that are more directly relevant to health
outcomes to prevent models from discriminating directly on these characteristics.

Exclude sensitive variables to correct for
bias

Include sensitive variables to improve model accuracy, increase explanatory power, and enable easier
testing for inequitable impact.

Include sensitive variables to correct for
bias

Model Design

Formulate a fairness norm and enforce it in the model by editing the input data, objective function, or
model outputs.

Enforce fairness goals

Choose models that are inherently explainable (such as decision trees), build models with post hoc
explainability, or explore explainable local approximations to model decision making.

Improve interpretability or explainability
of the algorithm

Evaluate model performance on a wide range of metrics across subgroups, particularly groups that
might face inequitable impact, then report and act upon the results.

Evaluate disparities in model perfor-
mance

Incorporate equity-focused checklists into workflows for developers, reviewers of AI models, health
care providers using an application, or patients who want to understand algorithm outputs.

Use equity-focused checklists, guide-
lines, and similar tools

Deployment Practices

Provide more information on AI equity issues, including publishing standardized equity-related analyses
on models, increasing independent model reviews, and requiring equity discussions in academic journals.

Increase model reporting and transparen-
cy

Proactively provide restitution to those harmed by AI or create legal frameworks so they can seek
restitution.

Seek or provide restitution for those
negatively impacted by AI

Consider discontinuing model use if equity sequelae are severe or if improvement efforts have been
fruitless.

Avoid or reduce use of AI

Improve access to AI for disadvantaged groups and low-income countries by subsidizing infrastructure,
creating education programs, or hosting AI conferences in these locations.

Provide resources to those with less ac-
cess to AI

aAI: artificial intelligence.
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Figure 2. Issues related to AI and equity and strategies proposed to address them. The thickness and opacity of each line connecting an issue to a
strategy are proportional to how frequently they were mentioned together. AI: artificial intelligence.
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Table 3. The most common strategies mentioned in the literature for each health equity issue.

Second most frequently linked
strategy

Most frequently linked strategyIssue frequency
(N=195), n (%)

Category and issue

Background Context

Engage the broader communityFoster diversity13 (6.7)Biased or nonrepresentative developers

Train developers and usersEvaluate disparities in model perfor-
mance

2 (1.0)Diminished accountability

Improve governanceAvoid or reduce use of AIa3 (1.5)Enabling discrimination

Data Characteristics

Use equity-focused checklists,
guidelines, and similar tools

Improve diversity, quality, or quan-
tity of data

14 (7.2)Limited information on population characteristics

Increase model reporting and
transparency

Improve diversity, quality, or quan-
tity of data

46 (23.6)Unrepresentative data or small sample sizes

Evaluate disparities in model
performance

Improve diversity, quality, or quan-
tity of data

37 (19.0)Bias ingrained in data

Avoid or reduce use of AIExclude sensitive variables to cor-
rect for bias

9 (4.6)Inclusion of sensitive variables

Evaluate disparities in model
performance

Include sensitive variables to correct
for bias

10 (5.1)Exclusion of sensitive variables

Evaluate disparities in model
performance

Increase model reporting and trans-
parency

8 (4.1)Limited reporting of information on protected
groups

Model Design

Avoid or reduce use of AIImprove interpretability or explain-
ability of algorithm

9 (4.6)Algorithms are not interpretable

Enforce fairness goalsEvaluate disparities in model perfor-
mance

13 (6.7)Optimizing algorithm accuracy and fairness may
conflict

—bEngage the broader community2 (1.0)Ambiguity in and conflict among conceptions of
equity

Deployment Practices

Evaluate disparities in model
performance

Increase model reporting and trans-
parency

9 (4.6)Proprietary algorithms or data unavailable for
evaluation

Evaluate disparities in model
performance

Avoid or reduce use of AI3 (1.5)Overreliance on AI applications

Train developers and usersEngage the broader community2 (1.0)Underreliance on AI applications

Improve governanceEvaluate disparities in model perfor-
mance

6 (3.1)Repurposing existing AI applications outside
original scope

—Increase model reporting and trans-
parency

1 (0.5)Application development or implementation is
rushed

Improve diversity, quality, or
quantity of data

Provide resources to those with less
access to AI

8 (4.1)Unequal access to AI

aAI: artificial intelligence.
bOnly 1 issue has been linked to the strategy.

Linking Issues and Strategies
In this section, we report how issues and strategies have been
linked in the articles we reviewed. The strategies most frequently
linked to each issue are shown in Table 3, and the references
provided in Multimedia Appendix 2 offer more detail on how
to apply a strategy to a given issue. A small number of issues
comprise the majority of mentions in the literature: The top 5
issues constitute 63% (123/195, 63.1%) of all issue-strategy
pairs. Each of these issues has several well-developed strategies,

usually focused on improving the quality of data or evaluating
bias in model-decision making. By contrast, other issues are
mentioned infrequently and do not have well-developed
strategies. When only 1 issue has been linked to a strategy, the
second column is presented with an em dash. We included an
issue frequency column as a measure of how often issues have
been mentioned in the literature.

Figure 2 is a map of the 195 issue-strategy pairs identified in
the literature, and it shows a complex many-to-many mapping
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between issues and strategies in health equity and highlights
which strategies and issues are most common. Each
issue-strategy pair mentioned in the literature is shown as a link.
Bolder lines indicate strategies and issues that are more
frequently linked. A comprehensive list of links and the
corresponding references is provided in Multimedia Appendix
4. Out of the total 195 issue-strategy pairs, 50.3% (98/195) were
identified in peer-reviewed literature. The remaining 49.7%
(97/195) were from gray literature sources, including 14
conference proceedings, 11 news articles, 5 textbooks, 3
preprints, 2 press releases, 1 thesis, 1 clinical trial record, and
60 others (eg, reports and briefings).

Discussion

Principal Findings
By analyzing the literature on AI and health disparities we have
identified 18 issues and 15 strategies that can be used to improve
health equity in the realm of AI. Our work builds upon
frameworks from the existing literature, identifying named
strategies and issues for each stage of AI development and
implementation. In addition, we draw 3 new insights from
mapping the relationships between issues and strategies.

The framework published by Chen et al [29] offers 5
recommendations for improving equity, which can be
paraphrased as follows: (1) problems should be tackled by
diverse teams using frameworks that increase the probability
that equity will be achieved; (2) data collection should be framed
as an important front-of-mind concern, including encouragement
of disclosing imbalanced data sets; (3) outcome choice should
reflect the task at hand in an unbiased manner; (4) developers
should reflect on the goals of the model during development
and preanalysis; and (5) audits should be designed to identify
specific harms, including harms at the level of the group rather
than at the population. While these are important and sound
recommendations, our results additionally emphasize the need
to engage with communities throughout the development and
deployment phases, identify opportunities for equity-focused
governance at the local and national levels, and identify
additional opportunities for improvement after algorithms are
found to impair equity (eg, avoiding or reducing AI use,
providing resources to those with less access to AI, and
providing restitution to those negatively impacted by AI). Our
comprehensive mapping of issues and strategies can be useful
to stakeholders of all types, including developers, representatives
of vulnerable groups, and regulators.

The Literature Focuses on a Small Set of Issues
A small set of issues dominates the literature. The top 5 issues
comprise nearly two thirds of all issue-strategy pairs. The
discourse around health AI equity focuses on Data
Characteristics: almost two-thirds of all issue-strategy pairs are
related to data. These issues are widely researched, and,
therefore, we encountered many corresponding strategies to
address them. Some strategies directly address data quality,
while others accept data limitations and try to improve fairness
despite poor data quality.

Much of the discourse on model design focuses on the trade-off
between accuracy and fairness [39-43]. This multifaceted
problem requires that stakeholders select a definition of fairness
and analyze how accuracy/fairness trade-offs will balance in
specific applications. The most common approach to improving
model design involves measuring disparities in model
performance and revising the model to enforce fairness goals
[44]. As definitions of fairness may conflict, developers and
evaluators should test the impact of different constraints across
a broad range of metrics (such as accuracy, false-positive rate,
and false-negative rate) and report group-level disparities in
each of these metrics [45]. Equity-relevant model design
literature is most developed for classification or regression tasks,
and there is less guidance in other areas such as online learning
[46]. Relevant subgroups are often application specific, and the
data on these subgroups may not be available [47].

Other issues were rarely discussed and have a limited number
of associated strategies. For example, several issues reflect
concerns about how AI is deployed—especially when AI
applications are used outside their original scope or when they
are rushed through development and into production without
sufficient testing.

Even if an issue is not frequently discussed in the literature, it
may still be important. In other words, an issue may not be
discussed frequently because there is limited evidence of equity
impact or because corresponding strategies are underdeveloped.
We believe that some issues may have been insufficiently
discussed despite their promise as topics that would benefit
from future research. For example, future work is warranted to
investigate the negative impacts of the following issues:
repurposing AI applications outside their original scope,
inadequate descriptions of population characteristics, and lack
of accountability for the unintended consequences of AI on
health equity.

Strategies Are Multipurpose
While some strategies, such as improving interpretability, are
tailored to specific issues, most strategies are multipurpose. The
top 5 most frequently mentioned strategies, which account for
more than half of issue-strategy pairs in our sample, are
collectively linked to all 18 issues. Each of these strategies is
linked to critical aspects of application development. Evaluating
disparities in model performance is often necessary for
quantifying bias across subgroups. Similarly, improving data
is important across a broad range of issues because the
decision-making logic of AI models flows directly from training
data. Community engagement and improved governance can
increase the consideration of equity issues throughout all stages
of AI algorithm development. Community stakeholders should
be involved at all stages of production, including deciding
whether an application should be built, setting goals for the
model, defining fairness [48], and guarding against unintended
consequences after deployment [21,49-51]. Improving
governance is usually advocated in the form of guiding
principles for AI use [25,52] or “soft governance” such as
industry-organized protocols [53,54]. Regulation is not
frequently advocated, although it is unclear whether this is

JMIR AI 2023 | vol. 2 | e42936 | p. 10https://ai.jmir.org/2023/1/e42936
(page number not for citation purposes)

Berdahl et alJMIR AI

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


because researchers believe regulation would be ineffective or
because they prefer to focus on technical solutions.

Small Sets of Strategies Can Address a Broad Set of
Issues
Sometimes it is only practical to focus on a small set of
strategies. For instance, in their Algorithmic Bias Playbook,
Obermeyer et al [32] suggested that organizations identify biased
algorithms and then retrain them on less biased targets, improve
the representativeness of their data set, or consider discontinuing
their use.

Once stakeholders have identified issues that are relevant for a
specific application, they can use Table 3 and Figure 2 to select
a set of strategies to address them. The most common 5
strategies cited above are a good starting point because of their
broad coverage of issues. However, not all these strategies may
be feasible, and others may require complementation with
additional strategies to fully address a specific issue.

Consider an example use case for our mapping of equity-relevant
issues and strategies to address them: A developer has been
commissioned to build an open-source predictive model of
emergency department admission probability based on electronic
health records. The developer has identified data issues related
to bias and representativeness, but is also concerned that the
model may be less accurate for some subgroups of patients. The
developer may consider the top 5 most common strategies first,
and then may realize that modifying the data collection process
is infeasible. Although improving governance does not
necessarily require new legislative or regulatory action, it does
involve collective action between industry and the broader
community, so it may seem feasible in certain scenarios.
However, the remaining 3 of the top 5 strategies can be
implemented by a single stakeholder without coordinating
collective action across different groups. Anyone with model
access and demographic data can evaluate disparities in model
performance and increase model reporting and transparency.
Similarly, all developers can seek input from affected
communities when they begin the development process.

The developer could then use Figure 2 to select a set of
complementary strategies specific to some of the issues. If their
evaluation did find disparate performance across groups, then
they could enforce fairness constraints in the input data, model
design, or model outputs. They may also review the model using
an equity-focused checklist, such as the Prediction Model Risk
of Bias Assessment Tool (PROBAST) [55], as this is low-cost
and may identify other avenues to improve equity. They may
also decide that they can better engage with the relevant
stakeholders if they can explain the model’s decision-making
processes and develop model report cards for equity.

After completing this exercise, the developer will have identified
an initial set of strategies that is within their scope of action.
This set may evolve over time, especially as the broader
community is engaged: For example, community stakeholders
may help identify important features the developer overlooked
(such as social determinants of health), suggest different
definitions of equity, or question whether AI should be used at
all [56].

This use-case example is one approach to addressing a complex
set of equity issues. For most AI applications, we expect that
developers will be able to identify a small set of strategies to
address a broad range of equity issues. Particularly important
issues may require multiple complementary strategies. We
recommend that developers start by considering which of the
5 most common strategies are suitable for an application and
then adding additional complementary strategies as
needed—particularly low-cost strategies such as the use of the
PROBAST checklist.

Limitations
This scoping review has several limitations. First, due to space
constraints, the descriptions of each issue and strategy are brief.
This means that stakeholders may need to access additional
resources to take action and operationalize a strategy. For
instance, if enforcing fairness goals is identified as a useful
strategy, stakeholders need to decide what fairness rule to use
and how to modify data inputs, the model objective function,
or model outputs [21,57-60]. To better understand issues and
strategies, stakeholders should use Multimedia Appendix 4 to
find relevant documents. More detailed descriptions of issues
and strategies will also be available in a subsequent report that
will be published by the funder of this study, the
Patient-Centered Outcomes Research Institute.

Second, some issues and strategies may conflict. For example,
both inclusion and exclusion of sensitive variables are discussed
as having either a positive or a negative influence on the impact
of health AI on equity, depending on context and perspective.
As a result, we include these as both issues and strategies in our
study, reflecting the unsettled and context-dependent nature of
debate on this topic within the literature.

Third, our search strategy included gray literature sources, so
some of the issue-strategy pairs are likely to be speculative
rather than proven to be effective. Out of 195 issue-strategy
pairings, 98 were from peer-reviewed literature and 97 were
from gray literature sources such as reports, news articles,
conference proceedings, and preprint articles. Readers should
consult the sources of the issue-strategy pairs when determining
whether a given strategy should be used.

Fourth, we did not rate the quality of issues, strategies, or the
articles from which we identified issue-strategy pairs. Some
sources go into detail about health equity issues and strategies,
others only make general recommendations or may represent
outmoded views. The goal of this scoping review was to identify
which issues and strategies are highlighted in the literature.
Future reviews could instead focus on identifying the best or
most developed strategies.

Fifth, the issues and strategies we identified are not entirely
distinct: some are intermediaries that lead to other issues or
strategies. For instance, repurposing an application is not
inherently inequitable, but may increase the chance that the
training data are unrepresentative of the target population.
Similarly, uninterpretable algorithms do not create biased
outcomes, but make them more difficult to detect. The same
applies to strategies: using equity checklists does not directly
solve problems, but makes it more likely that developers identify
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equity issues and appropriate strategies. We included these
intermediary issues and strategies because they provide a richer
description of intervention points for promoting health equity.

Sixth, there are other prominent concerns about AI and equity
that were out of scope for our review. For example, AI
applications may displace human workers in ways that could
increase economic and health disparities, or the default use of
female voices in AI assistants that perform clerical tasks may
perpetuate bias and lead to negative effects on health equity for
women [51]. While these concerns are raised in the context of
economic or social disparities, we found no discussion of their
impact on health equity specifically, and thus did not include
them in our study.

Conclusions
Our work contributes to a growing body of AI health equity
literature. We add to this literature by creating a many-to-many
mapping between strategies and issues and by reviewing the
literature to identify how often each strategy is linked to each
issue. This scoping review is useful for a wide array of
stakeholders, including developers, users, policymakers, and
researchers who may wish to implement strategies to improve
health equity for vulnerable populations of interest. While no
set of strategies can eliminate the equity concerns posed by
health AI, small sets of strategies can often mitigate many of
the most pressing issues. We should also recognize that existing
nonalgorithmic decision making is imperfect. By thoughtfully
adopting complementary sets of strategies that cover a broad
range of equity issues, AI models may offer improvements in
equity over the status quo.
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