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Abstract

Background: Accurate projections of procedural case durations are complex but critical to the planning of perioperative staffing,
operating room resources, and patient communication. Nonlinear prediction models using machine learning methods may provide
opportunities for hospitals to improve upon current estimates of procedure duration.

Objective: The aim of this study was to determine whether a machine learning algorithm scalable across multiple centers could
make estimations of case duration within a tolerance limit because there are substantial resources required for operating room
functioning that relate to case duration.

Methods: Deep learning, gradient boosting, and ensemble machine learning models were generated using perioperative data
available at 3 distinct time points: the time of scheduling, the time of patient arrival to the operating or procedure room (primary
model), and the time of surgical incision or procedure start. The primary outcome was procedure duration, defined by the time
between the arrival and the departure of the patient from the procedure room. Model performance was assessed by mean absolute
error (MAE), the proportion of predictions falling within 20% of the actual duration, and other standard metrics. Performance
was compared with a baseline method of historical means within a linear regression model. Model features driving predictions
were assessed using Shapley additive explanations values and permutation feature importance.

Results: A total of 1,177,893 procedures from 13 academic and private hospitals between 2016 and 2019 were used. Across
all procedures, the median procedure duration was 94 (IQR 50-167) minutes. In estimating the procedure duration, the gradient
boosting machine was the best-performing model, demonstrating an MAE of 34 (SD 47) minutes, with 46% of the predictions
falling within 20% of the actual duration in the test data set. This represented a statistically and clinically significant improvement
in predictions compared with a baseline linear regression model (MAE 43 min; P<.001; 39% of the predictions falling within
20% of the actual duration). The most important features in model training were historical procedure duration by surgeon, the
word “free” within the procedure text, and the time of day.

Conclusions: Nonlinear models using machine learning techniques may be used to generate high-performing, automatable,
explainable, and scalable prediction models for procedure duration.
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Introduction

Background
Across health care settings, anesthesiologist staffing and
resources are commonly allocated based on procedure volume,
concurrency, complexity, and projected duration [1,2]. Although
preparing allocations is often done far in advance, depending
on institutional processes, daily scheduling requires accurate
information regarding recovery room availability as well as
surgical, anesthesiology, and nurse staffing, all of which directly
rely on accurate determination of procedure duration. More
accurate prediction of procedure duration may allow for more
effective assignment of procedure rooms, more efficient
scheduling of cases (eg, staggering procedure rooms for
surgeons with multiple cases), more predictable hours for
involved staff, and clearer patient communication. Firmer
understanding also relates to the high cost of running procedure
rooms and maintaining optimal procedure room use. In addition,
inaccurate estimates of case length affect patient care because
they lead to gaps within block schedules that are not optimally
used. This can lead to add-on cases not being completed in a
timely manner as well as bed control issues in the inpatient
setting or discharge issues in the outpatient setting. To manage
procedure time, most institutions use either surgeon-directed
procedure durations or procedure durations based on historical
averages [3,4], which can be frequently inaccurate [1,2]. Because
of the complexity of the problem and the inclusion of large
numbers of features with potential interactions, linear regression
methods to predict procedure durations have demonstrated
varying levels of success [5-9]. Machine learning approaches
have been proposed to mitigate this issue. In short, machine
learning aims to extract patterns of knowledge from data, the
benefit being the ability to process large volumes of disparate
data, exploring potentially nonlinear interactions that may
challenge the required assumptions of conventional analysis.
Nonetheless, current studies have been limited to single or few
institutions, smaller sample sizes (between 400 and 80,000
cases), specific surgical subpopulations (robotic [10], colorectal
[11], and pediatric [12]), or the use of proprietary algorithms
[10-16]; for example, the study by Lam et al [11] was
multicenter but had approximately 10,000 colorectal cases. The
studies by Tuwatananurak et al [13] and Rozario and Rozario
[14] used proprietary tools, which may be useful for adoption
but do not permit the same level of transparency or
explainability as other methods. The included features varied
significantly across previous studies.

Objectives
Given the limitations of previous studies and the dependency
of machine learning performance on training set size and
heterogeneity, we developed a machine learning algorithm
derived from a large multicenter data set for a more accurate
prediction of surgical procedure duration compared with

historical averages of procedure time. We hypothesized that a
machine learning algorithm derived from a large multicenter
data set with >1 million procedures would more accurately
predict surgical procedure duration than a baseline linear
regression approach. Using an explainable machine
learning–based algorithm, the results can provide additional
valuable insight regarding procedure duration and variability.
The clinical objective of this protocol was to determine whether
a machine learning algorithm scalable across multiple centers
could make estimations of case duration within a tolerance limit
because there are substantial resources required for procedure
room functioning that relate to case duration.

Methods

Ethics Approval
We obtained institutional review board approval for this
multicenter observational study from New York University
(NYU) Langone Health, New York, NY (S19-01451), and the
requirement for written informed consent was waived by the
institutional review board.

Study Design
We followed multidisciplinary guidelines for reporting machine
learning–based prediction models in biomedical research
[17,18]. Study outcomes, data collection, and statistical methods
were established a priori and presented and approved at a
multicenter peer review forum on January 13, 2020, before data
analyses [19].

Data Source
Data were provided by the Multicenter Perioperative Outcomes
Group (MPOG). Within this research consortium, data from
enterprise and departmental electronic health record systems
are routinely uploaded to a secure centralized database. Methods
for local electronic health record data acquisition, validation,
mapping to interoperable universal MPOG concepts, and secure
transfer to the coordinating center have been previously
described [20] and used in multiple published studies [21-24].
In brief, each center uses a standardized set of data diagnostics
to evaluate and address data quality on a monthly basis. Random
subsets of cases are manually audited by a clinician at each
center to assess, and attest to, the accuracy of data extraction
and source data. At each institution participating in the MPOG,
at the time of clinical onboarding (ie, when a new site joins the
MPOG), a site-level data audit that involves hundreds of cases
is initially performed until reaching a level of accuracy
acceptable to the local site data quality reviewer. After this
iterative process, the onboarded sites undergo a manual review
of a minimum of 5 cases per month to ensure that changes in
clinical and documentation practice patterns do not meaningfully
degrade data quality over time [20]. All institutions were in the
United States and ranged from community hospitals to large
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academic centers. A list of included centers is provided in Table
S1 of Multimedia Appendix 1.

Study Population
The study population included adult and pediatric patients who
underwent procedures requiring anesthesiologist care between
June 1, 2016, and November 30, 2019. Labor epidurals, labor
analgesia, and procedures lacking relevant time points
(patient-in-room duration) or provider information (surgeon
and anesthesia staff identities anonymized) were excluded. Other
missing data were handled as described in the following
subsections.

Primary Outcome
The primary outcome was procedure duration. Procedure
duration was defined according to the precomputed procedure
room duration electronic health record phenotype, interoperable
across a wide variety of electronic health record vendors. The
implications of over- and underpredicting the length of the
procedure cannot be universally defined because this will be
dictated by institutional policy and culture, but, broadly,
overprediction (predicting a longer case than actual duration)
may result in underuse of a given surgical block time, whereas

underprediction (predicting a shorter case than actual duration)
may result in inadequate staffing models.

Basic Model Features
The features considered were determined by availability within
the MPOG data and included certain patient characteristics such
as sex, height, weight, and BMI; medical comorbidities;
allergies; baseline vital signs; functional status; home
medications; the day of the week; procedure text; procedure
room type; anesthesia techniques; case times and durations; and
deidentified institution and staff identities. Features were
selected for modeling based on a review of the existing literature
as well as by clinical and managerial experience [6,8,25]. Table
1 indicates the features that were ultimately selected to be used
for the primary model and sensitivity analysis models using
data available at varying time points relative to the start of the
procedure. The primary model used features only available at
the time the patient arrived in the procedure room. Of the 2
secondary models, one used features restricted to those available
at the time of surgical scheduling, and the other used features
expanded to those available after patient arrival to the procedure
room up to the time of procedure start. This is described further
in the Sensitivity Analyses subsection.
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Table 1. Summary of prediction model features.

Included in Time of Surgical
Incision model (secondary
model)

Included in Time of Patient

in ORa model (primary
model)

Included in Time of
Scheduling model (sec-
ondary model)

Model feature

✓✓✓Case duration

✓✓✓Holiday

✓✓✓Weekend

✓✓✓Surgical service

✓✓✓Surgical procedure text

✓✓✓Anonymized surgeon identity

✓✓✓Patient age

✓✓✓Patient BMI

✓✓✓Location type (acute care hospital, mixed use OR, freestand-
ing ambulatory surgical center, etc)

✓✓✓Institution

✓✓✓Preoperative comorbidities, including arrhythmia, CHFb,

CADc, HTNd, MIe, COPDf, diabetes, renal failure, liver
disease, coagulopathy, cancer, and psychiatric illness (based

on MPOGg phenotype or preoperative anesthesia H&Ph)

✓✓✓Number of allergies

✓✓Preoperative laboratory values, including creatinine,

hemoglobin, albumin, INRi, and glucose levels

✓✓Preoperative baseline blood pressure

✓✓Preoperative existing airway

✓✓Anonymized anesthesia staff

✓✓ASAj physical status score

✓Type of anesthesia

✓Type of airway management

✓Presence of nerve block

✓Presence of neuraxial block

✓Number of intravenous lines at the time of surgical procedure
start

✓Presence of arterial line at the time of surgical procedure
start

✓Time from patient arrival in the OR to anesthesia induction
end

✓Time from anesthesia induction end to surgical incision

aOR: operating room.
bCHF: congestive heart failure.
cCAD: coronary artery disease.
dHTN: hypertension.
eMI: myocardial infarction.
fCOPD: chronic obstructive pulmonary disease.
gMPOG: Multicenter Perioperative Outcomes Group.
hH&P: history and physical examination.
iINR: international normalized ratio.
jASA: American Society of Anesthesiologists.
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Experience and Historical Features
Additional features were derived from surgical staff and
institution identity (Textbox 1).

Derived experience and historical features were computed on
a monthly basis from the earliest available date to the month
before a given procedure; for example, procedures for the month
of February 2019 would include derived features from June
2016 (the first available date in the data set) until January 2019.
Procedure-wise features (eg, features derived from the first
available date until the actual date of the procedure) were not
included in the data set owing to computational processing
power cost. Only the primary surgeon identity, anesthesiologist
identity, and current procedural terminology (CPT) code were
used in feature engineering. Density features were included to

account for surgeons or institutions that were not included from
the earliest date in the MPOG data set; for example, a surgeon
who performed 20 procedures in 2 months would have the same
density as a surgeon who performed 40 procedures in 4 months
to mitigate model bias attributable to surgeons or institutions
first appearing in the data set beyond the start date of the data
set. Surgeon and institution experience are limited by the start
date of the data set and would not account for experience before
this start date. The same surgeon would have 2 different
identities at different facilities because surgeons may
fundamentally do different things based on the hospital they
are practicing at, given the resources available to them at that
specific hospital and practice patterns that are generally followed
at that hospital.

Textbox 1. Additional features.

• Surgeon experience: total number of procedures performed by surgeon

• Surgeon procedure experience: total number of a given procedure (by anesthesiology current procedural terminology [CPT] code) performed by
surgeon

• Institutional procedure experience: total number of a given procedure performed at an institution

• Historical procedure duration: historical mean duration of a given procedure (by CPT code)

• Historical procedure duration by institution: historical mean duration of a given procedure at an institution

• Historical procedure duration by surgeon: historical mean duration of a given procedure by surgeon

• Surgeon total density: surgeon experience divided by time since surgeon’s first procedure

• Surgeon procedure density: surgeon procedure experience divided by time since surgeon’s first procedure

• Institutional procedure density: institutional procedure experience divided by time since institution’s first procedure

Procedure Text Features
Although it was an option to include only the machine
learning–generated anesthesia CPT code as a feature, it was felt
that these codes lack the granularity that would be needed for
more accurate prediction in this context. Procedure text refers
to the name of the surgical procedure as booked by the surgeon.
As the data set was being generated from a variety of
institutions, procedure text may refer to either a scheduled
procedure or a performed procedure and may vary in
descriptiveness based on surgeon preference and institutional
culture. Examples of procedure text may be “laparoscopic
cholecystectomy with intraoperative cholangiogram” or
“posterior cervical fusion C3-C7.” Natural language processing
was used to convert text into a form usable by machine learning.
Through a manual review of the corpus, common misspellings
were corrected, and the 5 most common abbreviations were
expanded (as detailed in Multimedia Appendix 1 [refer to R
Code for Data Processing]). To decrease vocabulary size, text
was standardized through the removal of punctuations and
common stop words (eg, “a,” “an,” and “the”). Additional words
deemed likely to be nondeterminative of procedure duration,
such as “right” and “left,” were also preemptively removed.
After text processing, term matrices were created with 1- and
2-word n-grams. Term frequency–inverse document frequency
was used to transform text into numerical values. Because of
the vastness of the corpus, but also to retain as many relevant
terms as possible, terms with document frequency >0.995 were

removed because these terms likely did not contain important
information. Similar processing of procedure text for machine
learning has been described in other published works [21]. The
code for natural language processing is provided along with
other data processing code in Multimedia Appendix 1 (refer to
R Code for Data Processing).

Power Analysis
Previous studies estimating procedure duration have used
between 400 and 80,000 cases [9,10,12,13,26]. On the basis of
experience and other comparable machine learning problems,
we estimated that at least 100,000 cases encompassing a wide
range of surgical procedure types would be adequate. On the
basis of initial cohort size queries, there were >100,000 cases
available for training, testing, and validation. A greater number
of cases with a wider diversity in procedure types leads to a
stronger machine learning model with less overfitting and
ultimately greater generalizability [27,28].

Data Preprocessing
All data were examined for missingness and veracity; cases
with missing procedure duration and surgeon or anesthesia staff
identities were eliminated. Outlier cases with durations of >1440
minutes were removed. Any feature missing >40% of the values
or missing from >40% of the institutions was excluded. The
remaining features were considered qualifying data. Different
machine learning algorithms automatically treated missing
values differently: generalized linear models use mean
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imputation to handle missing data. The missing values are
replaced with the mean of the nonmissing values for that feature.
Gradient boosting machines learn optimal splits in the decision
trees for missing values. These algorithms do not impute missing
data; instead, they find the best path in the decision trees for
the observations with missing values. Deep learning algorithms
perform mean imputation by default for handling missing data;
they replace the missing values with the mean of the nonmissing
values for that feature during training. Machine learning
packages used for modeling also reject unimportant features,
and this functionality was retained during modeling.

Statistical Analyses: Model Development
The primary model was designed using a temporal reference
point of patient arrival to the procedure room and thus only used
data available before this event. The analysis was performed in
R statistical software (R Foundation for Statistical Computing),
using the H2O package of machine learning algorithms [29].
The models were generated and run via a server with a 2.9 GHz
Intel processor with 96 GB RAM and a 64-bit operating system.
This is comparable to a standard hospital computer system.
Categorical variables were automatically processed to one-hot
encoding. Predicted anesthesia CPT codes were used to
characterize procedure types, using a previously published
prediction model [21]. Multiple supervised machine learning
regression algorithms were trained, including deep learning,
gradient boosting machine, and stacked ensemble methods. In
brief, deep learning helps to identify complex patterns, in which
layers of nodes receive input and offer output, with successive
layers representing more complex combinations of prior simpler

layers [30]. By contrast, gradient boosting machines use weaker
learners, specifically decision trees, by iteratively modifying
the weights of each observation and progressively combining
the trees together to improve the fit of the model [31]. Finally,
stacked ensemble methods use combinations of strong learners
(ie, deep learning, gradient boosting, and logistic regression)
to optimize performance [32,33]. The best-performing model
was further tuned, depending on the available hyperparameters
for tuning. Hyperparameter tuning was accomplished using grid
search, the default within the H2O package. Although the
gradient boosting machine model was trained and tuned
separately (h2o.gbm function in the H2O package), the deep
learning and stacked ensemble models were generated using an
automatic machine learning method (autoML function in the
H2O package), which created and compared 10 distinct machine
learning models.

Data Partitioning
Split-set validation was used, in which 70% of the data were
used for training and 30% for testing. Internal validation was
additionally performed by using 5-fold cross-validation on the
training set. In k-fold cross-validation, the training data set is
divided into k subsets or folds. Each fold acts as a validation
set for a specific model, whereas the remaining k-1 folds are
used to train the model. This process is repeated k times, with
each fold being used as a validation set exactly once. The model
performance is then averaged over all k iterations. Data from 1
randomly selected institution were not included in the training
or test sets and were used as a true holdout data set for external
validation to further assess model generalizability (Figure 1).

Figure 1. Study inclusion and exclusion criteria and machine learning model training and validation and testing schematic.
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Performance Metrics
Model performance was assessed primarily using mean absolute
error (MAE) and root mean square error (RMSE). In addition,
for comparison with other published models and to further
account for both distribution and outliers, median absolute error
with IQR and mean absolute percentage error (MAPE) were
also calculated. Because of high dimensional distributions and
assumptions required for the generation of prediction intervals,
two methods of assessing procedure duration variance were
used: (1) a second model was trained, using the absolute error
of each procedure prediction in the training set as the target
output, and this model was then applied to the test set to generate
a prediction error for each test set case; and (2) the loss function
was modified to a quantile distribution, and 2 additional models
were trained at values of 0.2 and 0.8 quantiles. A bootstrap
method with 1000 repetitions was also attempted for generating
a prediction interval, although we anticipated and confirmed
that this was computationally expensive and time consuming
beyond the utility of the workflow necessities of this algorithm.

The tuned best-performing final machine learning model was
compared with a common historical reference model: historical
procedure time by surgeon as the sole feature (independent
variable) of a linear regression model. This was the same derived
feature included in the machine learning models [5,34]. This
feature was selected for comparison because historical
procedure time by surgeon is commonly used by many
institutions as the sole variable in their prediction models when
cases are booked into the procedure room schedule. A
comparison was performed using the Wilcoxon rank sum test
on the model errors. Other available approaches such as
Bayesian methods were not used for comparison owing to
differences in the intended implementation, the availability of
certain factors such as surgeon-estimated operative times, and
the requirement to significantly modify the data structure.

All models were assessed for the distribution of error, overage
(how frequently actual duration exceeded predicted duration),
underage (how frequently actual duration underestimated
predicted duration), and the percentage of procedures in which
the predicted duration fell within 20% of the actual duration.
Overage and underage are useful for broadly understanding
whether the models tend to overestimate or underestimate the
prediction. For each generated prediction interval (either
predicted error or quantile loss function models), the percentage
of procedures within the predicted range is also included as a
performance metric. As performance metrics for procedure
duration calculation vary widely in the literature and are often
challenging to interpret by practicing clinicians and procedure
room managers, we surveyed several procedure room managers
to determine the most intuitive and useful metrics for use in a
real-world setting. Finally, model use times were assessed to
confirm that high-performing models are not too
computationally intensive for practical use.

Model Explainability Subanalysis
To facilitate improved explainability for applicable models,
global and local plots of Shapley additive explanations (SHAP)
values were developed [35]. SHAP is a framework built on
game theory that provides greater interpretability of machine

learning models. Global visualizations included permutation
feature importance and SHAP global summary dot plots [36].
SHAP global summary dot plots relate the value of features to
the outcome, as opposed to permutation feature importance,
which relates the value of the feature to a selected performance
metric. The SHAP value indicates how the value of a feature
for a given procedure contributed to the prediction. A positive
SHAP value contribution indicates that a feature increased the
prediction above the average value, whereas a negative SHAP
value contribution indicates that a feature decreased the
prediction below the average value.

In addition, sample outputs were developed, including predicted
duration, prediction interval, and SHAP local plots indicating
the features, including direction and magnitude, that affected
the output most for a given procedure. Similar approaches for
explainability have been used in other medical machine learning
applications within health care [37,38].

Sensitivity Analyses
To better characterize the trade-offs between prediction model
actionability and accuracy, 2 additional models were generated
for use at different time points. One model used features
restricted to those available at the time of surgical scheduling,
and the other model used features expanded to those available
after patient arrival to the procedure room, up to the time of
procedure start (eg, surgical incision for operative procedures).
Table 1 describes the models that were developed and the
features that were determined available for use in the models.

To characterize the extent to which longer procedures influenced
the results, 2 secondary subgroup analyses were performed,
restricted to procedures lasting <180 minutes and <120 minutes.
These 2 subgroup analyses were selected as clinically practical
choices from the perspective of procedure room scheduling
administrators. Given that longer procedures would likely be
associated with greater error in prediction, this would provide
an indication of the performance of shorter procedures.

Results

Population Baseline Characteristics
The training and testing data set included 1,018,173 unique
procedures across 13 institutions, and the holdout data set
included 159,720 procedures from a single institution (Figure
1). The number of cases at each deidentified center is provided
in Table S2 in Multimedia Appendix 1. The median procedure
duration was 94 (IQR 50-167) minutes; the 5th and 95th
percentile durations were 21 and 361 minutes, respectively.
Study population baseline characteristics, summarizing all
features included in the models, are available in Table S3 in
Multimedia Appendix 1. Creatinine, albumin, and international
normalized ratio levels exceeded the 40% missing data threshold
and were not included in further analyses.

Primary Model Performance Metrics
After modeling and hyperparameter tuning, both the stacked
ensemble model and the gradient boosting machine model
resulted in comparable performance, with MAEs of 33 minutes
and 34 minutes, respectively. The deep learning model
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demonstrated an MAE of 35 minutes and an RMSE of 57
minutes at the time of patient arrival to the procedure room, an
MAE of 69 minutes and an RMSE of 85 minutes at the time of
scheduling, and an MAE of 38 minutes and an RMSE of 62
minutes at the time of incision. The gradient boosting model
was selected as the final model because the other performance
metrics were comparable, and the tree-based nature of the
algorithm allowed for global and local explainability. The final
hyperparameters were 500 trees, maximum depth of 5, learning
rate of 0.1, stopping tolerance of 0.01, and stopping metric of
MAE, with all other hyperparameters at the default setting. The
MAE was 19 (IQR 7.5-43) minutes, and the MAPE was 34%.
The final model was applied to the single holdout institution
for external validation, and model performance metrics are
described in Table 2, including an MAE of 38 minutes, which
is comparable with the MAE of the test set. For comparison,
the performance metrics and specifications of the stacked
ensemble model are provided in Tables S4 and S5, respectively,
in Multimedia Appendix 1. The linear regression method using

historical procedure time as the sole feature (independent
variable) demonstrated an MAE of 43 minutes on the test set
and an MAE of 48 minutes on the external validation set and
an MAPE of 45%. The difference in error between the linear
regression model and the final machine learning model was
statistically significant (P<.001).

Using 2 different methods for generating prediction intervals,
it was determined that the error prediction model resulted in
actual procedure times within the predicted range 64% of the
time within the primary analysis (Table 2). As anticipated, the
bootstrap method was highly computationally expensive (at
least 15 min to compute a single prediction interval) and
considered impractical for the workflow setting. The prediction
intervals of longer-duration procedures were wider than
shorter-duration procedures. From observation of the error
distribution plots (Figure 2), it seemed clear that longer
procedures typically tended to have greater error than shorter
procedures. The computation time to predict on the test set
(>300,000 cases) was 10 seconds.

Table 2. Performance of optimized surgical duration prediction models at each time point: test set, external validation set, and prediction intervals.

Time of Surgical Incision mod-
el (secondary model)

Time of Patient in ORa model
(primary model)

Time of Scheduling model
(secondary model)

Test set

34 (47)34 (47)34 (47)Mean absolute error (min), mean (SD)

595959Root mean square error, min

585858Overage, %

424242Underage, %

464646Prediction within 20% of actual duration, %

External validation set

38 (52)38 (52)38 (52)Mean absolute error (min), mean (SD)

Prediction intervals

Error prediction model: 65;
quantile loss function: 61

Error prediction model: 63;
quantile loss function: 61

Error prediction model: 64;
quantile loss function: 61

Actual duration within prediction interval, %

aOR: operating room.
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Figure 2. Patient-in-room duration plotted against prediction error. (A) Time of Patient in OR [Operating Room] model (primary model). (B) Time of
Scheduling model (secondary model). (C) Time of Surgical Incision model (secondary model).

SHAP Global Summary and Feature Importance
The features with the highest importance by feature importance
were historical procedure duration by surgeon, the word “free”
in the procedure text (eg, “free flap”), and the time of day. The
features with the highest importance based on global SHAP

values were historical procedure duration by surgeon, the time
of day, and American Society of Anesthesiologists physical
status score. SHAP global summary dot plots of each time point
model are shown in Figure 3. Permutation feature importance
for each time point model is shown in Figure S1 in Multimedia
Appendix 1.
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Figure 3. Shapley additive explanations (SHAP) global summary dot plots. (A) Time of Patient in OR [Operating Room] model (primary model). (B)
Time of Scheduling model (secondary model). (C) Time of Surgical Incision model (secondary model). The feature ranking (y-axis) implies the order
of importance of the feature. The SHAP value (x-axis) is a unified index reflecting the impact of a feature on the model output. In each feature importance
row, the attributions of all cases to the outcome were plotted using different colored dots, of which the redder dots represent a higher (or positive, if
binary) value, and the bluer dots represent a low (or negative, if binary) value, along a gradient from red to blue. ASA: American Society of
Anesthesiologists; CPT: current procedural terminology; INR: international normalized ratio.

Sample Output
Model outputs feasible for use in real time included predicted
time in minutes, the prediction interval as a range, and the SHAP

local explainability plot. As examples, outputs of 5 randomly
selected procedures from the test set are shown in Figure 4. For
further explanation, a local explainability plot can be easily
generated as shown.
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Figure 4. Sample output, including Shapley additive explanations (SHAP) local plot. A positive SHAP value contribution indicates that a feature
increased the prediction above the average value, whereas a negative SHAP value contribution indicates that a feature decreased the prediction below
the average value.

Sensitivity Analyses
In a sensitivity analysis restricted to features available at the
time of procedure scheduling, the final model was the gradient
boosting machine with an MAE of 34 minutes; for the analysis
expanding features to those available up to the time of procedure
start (eg, surgical incision), the final model was again the
gradient boosting machine with an MAE of 34 minutes (Table
2). At each time point, unused or unimportant columns were
dropped by the machine learning algorithm (Table S6 in
Multimedia Appendix 1). In the secondary subgroup analyses
restricted to shorter procedures, when applying the primary
model to procedures lasting <180 minutes, the MAE was 24
minutes, and for procedures lasting <120 minutes, the MAE
was 22 minutes.

Discussion

Principal Findings
In this study, we generated machine learning models for the
prediction of procedure duration. The final model was the
gradient boosting machine, with an MAE of 34 minutes in the
test set and an MAE of 38 minutes in the external validation
set. This multicenter data set provided a high procedure volume
and a wide breadth of procedure types across multiple
institutions. Model output included a prediction interval and
local explainability for each prediction.

The features with the highest permutation importance were
historical procedure duration by surgeon, the word “free” within
the procedure text, and the time of day, and those with the
highest SHAP values were historical procedure duration by
surgeon, American Society of Anesthesiologists physical status
score, and the time of day. We speculate that the word “free”
having high permutation importance is related to the nature of
“free flap” surgery, historically a lengthy procedure. The
nonlinear interactions among procedure, surgeon, patient illness
severity, and resource availability (the time of day) describe the
largest component of the prediction of our model.

Prediction plots suggest that error increases with procedure
duration. This result is corroborated by the sensitivity analysis
that examined only procedures lasting <120 minutes and <180
minutes, both of which resulted in a lower MAE. Future work
might explore different models for different ranges of booking

duration because the models might identify factors in longer
procedures that are different from those in shorter procedures.

Supporting Literature
This study expands beyond previous work on single surgical
specialties or single-center studies [6,10,13]. Our results show
strong performance similarly improved on historical prediction
methods [26]. Although it is difficult to compare across different
data sets, our model performed grossly better than a
single-center model for the prediction of robotic surgery duration
(RMSE 80.2 min) [10] and a prospectively evaluated
single-center model (MAE 49.5 min) [39]. Compared with a
proprietary model tested on 1000 procedures at a single center,
which demonstrated a median absolute error of 20 (IQR 10-28)
minutes, our model performed comparably with a median
absolute error of 19 (IQR 7.5-43) minutes [13]. When compared
with a single-center model with a similar analytic approach, our
model fared slightly poorer, with an MAPE of 34%, compared
with the best surgeon-specific model, with an MAPE of 27%
[26]. The approach included multiple surgeon-specific models
[26] (as opposed to our unified model, which included all
surgeons); considering the high importance of historical case
time by surgeon within our model, this difference in
performance is expected.

Study Strengths
There have been successful attempts at predicting procedure
length, although implementation is often limited by a number
of factors, including moderate performance, cumbersome
workflow, or the high frequency of unavailable variables. Our
major strength is the vast amount of multicenter data. The
inherent heterogeneity of practice environments permits
potential broader generalizability and customizability of the
model, as evidenced by the performance on the test sets and
external validation sets. In addition, our approach used
commonly available data within the electronic health record
that does not rely on human input (ie, human-estimated
procedure times), permitting potential improved external
implementation.

Our study also introduces several derived features that can be
used in other similar projects because the explainability analyses
suggest that historical case length by surgeon, institution case
density, historical case length by institution, and historical case
length all have an impact on performance. These features are
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relatively simple to compute using the code provided in
Multimedia Appendix 1 (refer to Supplementary Code
subsection).

Our aim was to develop an easy-to-implement solution with an
easy-to-interpret and valuable output. In addition to procedure
duration prediction, prediction interval as a measure of variance
is useful. Procedures with a high variance can be viewed as less
predictable and scheduled accordingly, either after more
predictable duration procedures or with no procedures to follow.
Furthermore, including an explainability aims to minimize black
box modeling, building algorithm trust and allowing valuable
insight. The global SHAP summary plots improve upon variable
importance by relating features to outcome as opposed to
relating features to performance metric. The local SHAP plots
offer explanations of the drivers of an individual prediction.
Although most of these features may not be modifiable, this
provides users a data-driven understanding of the drivers of
procedure duration [39]; for example, case durations may be
overread by a procedure room clinician administrator (similar
to an electrocardiogram being overread by a cardiologist), and
they may be better able to trust or not trust a predicted procedure
duration, based on what is most influencing the prediction, and
make modifications to procedure room schedule and staffing
accordingly. Ideally, the algorithms (similar to most health care
artificial intelligence [AI] applications) are used in conjunction
with expert opinion and not typically as a sole arbiter of
decision-making. In addition, actual cases may on occasion
deviate from the booked case. Using the provided example, for
instance, the surgeon may decide immediately before the
procedure that they will now perform a free flap (or not perform
one), or the time of day changes owing to an urgent add-on case
bumping the current case. Through a quick review of the
explainability, the procedure room managers can estimate how
this may affect the case duration and plan case allocation and
staffing accordingly for the procedures to follow. Finally, there
is currently a systemic lack of trust in health care AI
applications, as evidenced by several thought leaders in AI,
medical ethics, and medical law [40-42]. To a significant degree,
this is a result of the black box nature of most health care AI
applications, seeding distrust for most health care clinicians.
Providing explainability allows far greater transparency in the
decision-making process and is supported by several prior
studies [43-47].

Unexpected Findings
Performance metrics at each time point were ultimately similar,
and many of the additional features available at later time points
were dropped by the machine learning algorithm for being
unimportant to model prediction. This suggests that the
information provided by many of these features does not provide
an overall improvement in the performance of the models and
that the features with the highest importance also tend to be the
ones with greater availability and at earlier time points. This
provides reassurance that the model is likely to be robust within
various data schemas as long as the natural language processing
and feature engineering remain consistent and use electronic
health record features routinely available at a majority of
institutions. In addition, this can be useful for case schedulers

to fill a procedure room block efficiently, and procedure room
managers can appropriately allocate resources potentially earlier.

Limitations
Despite the performance of the models, there are still a number
of limitations to our approach. First, although the volume of
data is high, the data as provided are relatively uniformly
curated. Although this may be seen as a benefit from a data
analysis perspective, it does mean that the precise data
processing performed here is specific to this data structure and
not necessarily to local institution data structure. The
single-institution validation model aids in supporting potential
generalizability, but data processing may differ by institution.
Two simple solutions include using a shadow copy of local data
that restructures data to the same schema or retraining of the
model using local data schema. Second, the features with the
highest variable importance need to be both available and
reliable. Third, financial analyses related to time are beyond the
scope of this study owing to multiple factors being involved,
including staffing models and staffing ratios, procedure type,
procedure acuity, payer status, and local policy [48,49]. Next,
there may be procedures that occurred on the same patient.
Ultimately, the explainability analyses suggested that patient
characteristics had little contribution to make to the model
performance compared with the more impactful derived features
and natural language processed procedure text. In addition, the
data used in this study are all from before the international
COVID-19 pandemic because that is when the analysis was
initially performed. The algorithm would have to be updated to
include more recent postpandemic data because hospital systems
are likely to have changed. Finally, all institutions in this data
set are from the United States, which may limit international
generalizability.

Use in Practice
We are transparent in our design and have provided the code to
implement the models in Multimedia Appendix 1. A code use
schematic (Figure S2 in Multimedia Appendix 1) aids in
understanding the relationship of processing data, updating
models, and generating output. All code is available in a
web-based repository [50]. First, we provide the trained models
in R H2O format, which can be applied directly to new data
(upcoming procedures) to generate predictions (Multimedia
Appendix 1 [refer to R Code: Making Predictions Using Created
Machine Learning Models]). We provide the code needed to
preprocess data, including generating derived experience
features and natural language processing of procedure text
(Multimedia Appendix 1 [refer to R Code for Data Processing]).
This preprocessing code can generate a new training set or can
be applied to reformat new data for the provided models. Finally,
we provide the code to generate new models or to update the
existing models with more current data, including up-to-date
derived experience features (Multimedia Appendix 1 [refer to
R Code: Training and Testing ML Models]).

For use in practice, ideally, the model will be installed and
maintained locally. It can be rebuilt periodically to avoid
excessive computational requirements. Time for prediction is
negligible (1 s −0.3 s to +0.3 s). The model can be used as the
default prediction when scheduling cases, or, if used at the time
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of scheduling, it can drive alerts for procedures with scheduled
times incongruent with predicted times. A recent example of a
single-center prospective implementation of a similar model
suggests that there is a benefit to using these methods with
regard to accurate prediction of surgical times and impact on
workflow [39]. However, ultimately, institutional policy will
largely steer implementation; for example, many institutions
do not routinely use a surgeon or scheduler estimate at procedure
booking [51]. The use of this tool obviates the need for
individualized input. Future studies are necessary to

prospectively validate the performance of procedure duration
prediction models integrated into daily workflow for clinician
and administrator use in real time.

Conclusions
We report a robust and generalizable model for the prediction
of procedure duration and variability within an acceptable
tolerance derived from rigorous testing of machine learning
models applied to a large multicenter data set. Our findings may
guide the future development of procedure room workflow
implementation of procedure duration prediction models.

Acknowledgments
AB was supported by a National Institute of General Medical Sciences training grant (T32 GM008440). MM reports grants from
the National Heart, Lung, and Blood Institute of the National Institutes of Health (K01-HL141701) during the conduct of the
study. Support for other investigators was provided from institutional and departmental sources. Funding was provided by
departmental and institutional resources at each contributing site. In addition, partial funding to support underlying electronic
health record data collection into the Multicenter Perioperative Outcomes Group registry was provided by Blue Cross Blue Shield
of Michigan and Blue Care Network as part of the Blue Cross Blue Shield of Michigan and Blue Care Network Value Partnerships
program. Although Blue Cross Blue Shield of Michigan and Blue Care Network and the Multicenter Perioperative Outcomes
Group work collaboratively, the opinions, beliefs, and viewpoints expressed by the authors do not necessarily reflect the opinions,
beliefs, and viewpoints of Blue Cross Blue Shield of Michigan and Blue Care Network or its employees.

Conflicts of Interest
AB is a co-founder of Bezel Health, a company building software to measure and improve healthcare quality interventions. SS
is a co-founder of Orchestra Health Inc, a digital health startup company improving care transitions. This is unrelated to the work
in this study.

Multimedia Appendix 1
Supplementary tables and figures, as well as R code for data manipulation, model training, and model building.
[DOCX File , 2796 KB-Multimedia Appendix 1]

References

1. Glance LG, Dutton RP, Feng C, Li Y, Lustik SJ, Dick AW. Variability in case durations for common surgical procedures.
Anesth Analg 2018 Jun;126(6):2017-2024 [doi: 10.1213/ANE.0000000000002882] [Medline: 29517575]

2. Levine WC, Dunn PF. Optimizing operating room scheduling. Anesthesiol Clin 2015 Dec;33(4):697-711 [doi:
10.1016/j.anclin.2015.07.006] [Medline: 26610624]

3. Wu A, Huang CC, Weaver MJ, Urman RD. Use of historical surgical times to predict duration of primary total knee
arthroplasty. J Arthroplasty 2016 Dec;31(12):2768-2772 [doi: 10.1016/j.arth.2016.05.038] [Medline: 27396691]

4. Dexter F, Ledolter J, Tiwari V, Epstein RH. Value of a scheduled duration quantified in terms of equivalent numbers of
historical cases. Anesth Analg 2013 Jul;117(1):205-210 [doi: 10.1213/ANE.0b013e318291d388] [Medline: 23733843]

5. Edelman ER, van Kuijk SM, Hamaekers AE, de Korte MJ, van Merode GG, Buhre WF. Improving the prediction of total
surgical procedure time using linear regression modeling. Front Med (Lausanne) 2017 Jun 19;4:85 [FREE Full text] [doi:
10.3389/fmed.2017.00085] [Medline: 28674693]

6. Stepaniak PS, Heij C, Mannaerts GH, de Quelerij M, de Vries G. Modeling procedure and surgical times for current
procedural terminology-anesthesia-surgeon combinations and evaluation in terms of case-duration prediction and operating
room efficiency: a multicenter study. Anesth Analg 2009 Oct;109(4):1232-1245 [doi: 10.1213/ANE.0b013e3181b5de07]
[Medline: 19762753]

7. Dexter F, Macario A, O'Neill L. A strategy for deciding operating room assignments for second-shift anesthetists. Anesth
Analg 1999 Oct;89(4):920-924 [doi: 10.1097/00000539-199910000-00019] [Medline: 10512265]

8. van Eijk RP, van Veen-Berkx E, Kazemier G, Eijkemans MJ. Effect of individual surgeons and anesthesiologists on
operating room time. Anesth Analg 2016 Aug;123(2):445-451 [doi: 10.1213/ANE.0000000000001430] [Medline: 27308953]

9. Soh KW, Walker C, O’Sullivan M, Wallace J. Comparison of jackknife and hybrid-boost model averaging to predict surgery
durations: a case study. SN Comput Sci 2020 Oct 01;1:316 [FREE Full text] [doi: 10.1007/s42979-020-00339-0]

10. Zhao B, Waterman RS, Urman RD, Gabriel RA. A machine learning approach to predicting case duration for robot-assisted
surgery. J Med Syst 2019 Jan 05;43(2):32 [doi: 10.1007/s10916-018-1151-y] [Medline: 30612192]

JMIR AI 2023 | vol. 2 | e44909 | p. 13https://ai.jmir.org/2023/1/e44909
(page number not for citation purposes)

Kendale et alJMIR AI

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=ai_v2i1e44909_app1.docx&filename=0e4c62139ab05bf48829ce5bd99d9401.docx
https://jmir.org/api/download?alt_name=ai_v2i1e44909_app1.docx&filename=0e4c62139ab05bf48829ce5bd99d9401.docx
http://dx.doi.org/10.1213/ANE.0000000000002882
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29517575&dopt=Abstract
http://dx.doi.org/10.1016/j.anclin.2015.07.006
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26610624&dopt=Abstract
http://dx.doi.org/10.1016/j.arth.2016.05.038
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27396691&dopt=Abstract
http://dx.doi.org/10.1213/ANE.0b013e318291d388
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23733843&dopt=Abstract
https://europepmc.org/abstract/MED/28674693
http://dx.doi.org/10.3389/fmed.2017.00085
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28674693&dopt=Abstract
http://dx.doi.org/10.1213/ANE.0b013e3181b5de07
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19762753&dopt=Abstract
http://dx.doi.org/10.1097/00000539-199910000-00019
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=10512265&dopt=Abstract
http://dx.doi.org/10.1213/ANE.0000000000001430
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27308953&dopt=Abstract
http://paperpile.com/b/0Xoi8q/UVtxl
http://dx.doi.org/10.1007/s42979-020-00339-0
http://dx.doi.org/10.1007/s10916-018-1151-y
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30612192&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


11. Lam SS, Zaribafzadeh H, Ang BY, Webster W, Buckland D, Mantyh C, et al. Estimation of surgery durations using machine
learning methods-a cross-country multi-site collaborative study. Healthcare (Basel) 2022 Jun 25;10(7):1191 [FREE Full
text] [doi: 10.3390/healthcare10071191] [Medline: 35885718]

12. Jiao Y, Sharma A, Ben Abdallah A, Maddox TM, Kannampallil T. Probabilistic forecasting of surgical case duration using
machine learning: model development and validation. J Am Med Inform Assoc 2020 Dec 09;27(12):1885-1893 [FREE
Full text] [doi: 10.1093/jamia/ocaa140] [Medline: 33031543]

13. Tuwatananurak JP, Zadeh S, Xu X, Vacanti JA, Fulton WR, Ehrenfeld JM, et al. Machine learning can improve estimation
of surgical case duration: a pilot study. J Med Syst 2019 Jan 17;43(3):44 [doi: 10.1007/s10916-019-1160-5] [Medline:
30656433]

14. Rozario N, Rozario D. Can machine learning optimize the efficiency of the operating room in the era of COVID-19? Can
J Surg 2020;63(6):E527-E529 [FREE Full text] [doi: 10.1503/cjs.016520] [Medline: 33180692]

15. Bellini V, Guzzon M, Bigliardi B, Mordonini M, Filippelli S, Bignami E. Artificial intelligence: a new tool in operating
room management. Role of machine learning models in operating room optimization. J Med Syst 2019 Dec 10;44(1):20
[doi: 10.1007/s10916-019-1512-1] [Medline: 31823034]

16. Gu  on AC, Paalvast M, Meeuwsen FC, Tax DM, van Dijke AP, Wauben LS, et al. Real-time estimation of surgical procedure
duration. 2015 Presented at: 17th International Conference on E-health Networking, Application & Services (HealthCom);
October 14-17, 2015; Boston, MA [doi: 10.1109/HealthCom.2015.7454464]

17. Luo W, Phung D, Tran T, Gupta S, Rana S, Karmakar C, et al. Guidelines for developing and reporting machine learning
predictive models in biomedical research: a multidisciplinary view. J Med Internet Res 2016 Dec 16;18(12):e323 [FREE
Full text] [doi: 10.2196/jmir.5870] [Medline: 27986644]

18. Collins GS, Moons KG. Reporting of artificial intelligence prediction models. Lancet 2019 Apr 20;393(10181):1577-1579
[doi: 10.1016/S0140-6736(19)30037-6] [Medline: 31007185]

19. Perioperative Clinical Research Committee review. Multicenter Perioperative Outcomes Group. URL: https://mpog.org/
general-pcrc-information/ [accessed 2021-05-21]

20. Colquhoun DA, Shanks AM, Kapeles SR, Shah N, Saager L, Vaughn MT, et al. Considerations for integration of perioperative
electronic health records across institutions for research and quality improvement: the approach taken by the multicenter
perioperative outcomes group. Anesth Analg 2020 May;130(5):1133-1146 [FREE Full text] [doi:
10.1213/ANE.0000000000004489] [Medline: 32287121]

21. Burns ML, Mathis MR, Vandervest J, Tan X, Lu B, Colquhoun DA, et al. Classification of current procedural terminology
codes from electronic health record data using machine learning. Anesthesiology 2020 Apr;132(4):738-749 [FREE Full
text] [doi: 10.1097/ALN.0000000000003150] [Medline: 32028374]

22. Sun E, Mello MM, Rishel CA, Vaughn MT, Kheterpal S, Saager L, Multicenter Perioperative Outcomes Group (MPOG).
Association of overlapping surgery with perioperative outcomes. JAMA 2019 Feb 26;321(8):762-772 [FREE Full text]
[doi: 10.1001/jama.2019.0711] [Medline: 30806696]

23. Lee LO, Bateman BT, Kheterpal S, Klumpner TT, Housey M, Aziz MF, Multicenter Perioperative Outcomes Group
Investigators. Risk of epidural hematoma after neuraxial techniques in thrombocytopenic parturients: a report from the
multicenter perioperative outcomes group. Anesthesiology 2017 Jun;126(6):1053-1063 [FREE Full text] [doi:
10.1097/ALN.0000000000001630] [Medline: 28383323]

24. Aziz MF, Brambrink AM, Healy DW, Willett AW, Shanks A, Tremper T, et al. Success of intubation rescue techniques
after failed direct laryngoscopy in adults: a retrospective comparative analysis from the multicenter perioperative outcomes
group. Anesthesiology 2016 Oct;125(4):656-666 [FREE Full text] [doi: 10.1097/ALN.0000000000001267] [Medline:
27483124]

25. Strum DP, Sampson AR, May JH, Vargas LG. Surgeon and type of anesthesia predict variability in surgical procedure
times. Anesthesiology 2000 May;92(5):1454-1466 [FREE Full text] [doi: 10.1097/00000542-200005000-00036] [Medline:
10781292]

26. Bartek MA, Saxena RC, Solomon S, Fong CT, Behara LD, Venigandla R, et al. Improving operating room efficiency:
machine learning approach to predict case-time duration. J Am Coll Surg 2019 Oct;229(4):346-54.e3 [FREE Full text]
[doi: 10.1016/j.jamcollsurg.2019.05.029] [Medline: 31310851]

27. Althnian A, AlSaeed D, Al-Baity H, Samha A, Dris AB, Alzakari N, et al. Impact of dataset size on classification performance:
an empirical evaluation in the medical domain. Appl Sci 2021 Jan 15;11(2):796 [doi: 10.3390/app11020796]

28. van der Ploeg T, Austin PC, Steyerberg EW. Modern modelling techniques are data hungry: a simulation study for predicting
dichotomous endpoints. BMC Med Res Methodol 2014 Dec 22;14:137 [FREE Full text] [doi: 10.1186/1471-2288-14-137]
[Medline: 25532820]

29. Aiello S, Eckstrand E, Fu A, Landry M, Aboyoun P. Machine learning with R and H2O. H2O. 2015 Dec. URL: http:/
/h2o-release.s3.amazonaws.com/h2o/master/3283/docs-website/h2o-docs/booklets/R_Vignette.pdf [accessed 2023-08-16]

30. Goodfellow I, Bengio Y, Courville A. Deep Learning. Cambridge, MA: MIT Press; Nov 18, 2016.
31. Click C, Malohlava M, Roark H, Parmar V, Lanford J. Gradient boosting machine with H2O. H2O. 2015 Aug. URL: https:/

/h2o-release.s3.amazonaws.com/h2o/master/3147/docs-website/h2o-docs/booklets/GBM_Vignette.pdf [accessed 2023-08-16]

JMIR AI 2023 | vol. 2 | e44909 | p. 14https://ai.jmir.org/2023/1/e44909
(page number not for citation purposes)

Kendale et alJMIR AI

XSL•FO
RenderX

https://www.mdpi.com/resolver?pii=healthcare10071191
https://www.mdpi.com/resolver?pii=healthcare10071191
http://dx.doi.org/10.3390/healthcare10071191
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35885718&dopt=Abstract
https://europepmc.org/abstract/MED/33031543
https://europepmc.org/abstract/MED/33031543
http://dx.doi.org/10.1093/jamia/ocaa140
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33031543&dopt=Abstract
http://dx.doi.org/10.1007/s10916-019-1160-5
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30656433&dopt=Abstract
https://www.canjsurg.ca/lookup/pmidlookup?view=long&pmid=33180692
http://dx.doi.org/10.1503/cjs.016520
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33180692&dopt=Abstract
http://dx.doi.org/10.1007/s10916-019-1512-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31823034&dopt=Abstract
http://dx.doi.org/10.1109/HealthCom.2015.7454464
https://www.jmir.org/2016/12/e323/
https://www.jmir.org/2016/12/e323/
http://dx.doi.org/10.2196/jmir.5870
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27986644&dopt=Abstract
http://dx.doi.org/10.1016/S0140-6736(19)30037-6
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31007185&dopt=Abstract
https://mpog.org/general-pcrc-information/
https://mpog.org/general-pcrc-information/
https://europepmc.org/abstract/MED/32287121
http://dx.doi.org/10.1213/ANE.0000000000004489
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32287121&dopt=Abstract
https://europepmc.org/abstract/MED/32028374
https://europepmc.org/abstract/MED/32028374
http://dx.doi.org/10.1097/ALN.0000000000003150
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32028374&dopt=Abstract
https://europepmc.org/abstract/MED/30806696
http://dx.doi.org/10.1001/jama.2019.0711
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30806696&dopt=Abstract
https://europepmc.org/abstract/MED/28383323
http://dx.doi.org/10.1097/ALN.0000000000001630
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28383323&dopt=Abstract
https://pubs.asahq.org/anesthesiology/article-lookup/doi/10.1097/ALN.0000000000001267
http://dx.doi.org/10.1097/ALN.0000000000001267
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27483124&dopt=Abstract
https://pubs.asahq.org/anesthesiology/article-lookup/doi/10.1097/00000542-200005000-00036
http://dx.doi.org/10.1097/00000542-200005000-00036
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=10781292&dopt=Abstract
https://europepmc.org/abstract/MED/31310851
http://dx.doi.org/10.1016/j.jamcollsurg.2019.05.029
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31310851&dopt=Abstract
http://dx.doi.org/10.3390/app11020796
https://bmcmedresmethodol.biomedcentral.com/articles/10.1186/1471-2288-14-137
http://dx.doi.org/10.1186/1471-2288-14-137
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25532820&dopt=Abstract
http://h2o-release.s3.amazonaws.com/h2o/master/3283/docs-website/h2o-docs/booklets/R_Vignette.pdf
http://h2o-release.s3.amazonaws.com/h2o/master/3283/docs-website/h2o-docs/booklets/R_Vignette.pdf
https://h2o-release.s3.amazonaws.com/h2o/master/3147/docs-website/h2o-docs/booklets/GBM_Vignette.pdf
https://h2o-release.s3.amazonaws.com/h2o/master/3147/docs-website/h2o-docs/booklets/GBM_Vignette.pdf
http://www.w3.org/Style/XSL
http://www.renderx.com/


32. LeDell E, Poirier S. H2O AutoML: scalable automatic machine learning. 2020 Presented at: 7th ICML Workshop on
Automated Machine Learning; July 17-18, 2020; Vienna, Austria [doi: 10.1007/s10994-022-06262-0]

33. Candel A, Parmar V, LeDell E, Arora A. Deep learning with H2O. H2O. 2016 Oct. URL: https://www.webpages.uidaho.edu/
~stevel/504/Deep%20Learning%20with%20H2O.pdf [accessed 2023-08-16]

34. Pandit JJ, Tavare A. Using mean duration and variation of procedure times to plan a list of surgical operations to fit into
the scheduled list time. Eur J Anaesthesiol 2011 Jul;28(7):493-501 [doi: 10.1097/EJA.0b013e3283446b9c] [Medline:
21623186]

35. Lundberg SM, Erion G, Chen H, DeGrave A, Prutkin JM, Nair B, et al. From local explanations to global understanding
with explainable AI for trees. Nat Mach Intell 2020 Jan;2(1):56-67 [FREE Full text] [doi: 10.1038/s42256-019-0138-9]
[Medline: 32607472]

36. Altmann A, Toloşi L, Sander O, Lengauer T. Permutation importance: a corrected feature importance measure. Bioinformatics
2010 May 15;26(10):1340-1347 [doi: 10.1093/bioinformatics/btq134] [Medline: 20385727]

37. Knapič S, Malhi A, Saluja R, Främling K. Explainable artificial intelligence for human decision-support system in medical
domain. arXiv Preprint posted online May 5, 2021. [FREE Full text] [doi: 10.3390/make3030037]

38. Lundberg SM, Nair B, Vavilala MS, Horibe M, Eisses MJ, Adams T, et al. Explainable machine-learning predictions for
the prevention of hypoxaemia during surgery. Nat Biomed Eng 2018 Oct;2(10):749-760 [doi: 10.1038/s41551-018-0304-0]
[Medline: 31001455]

39. Strömblad CT, Baxter-King RG, Meisami A, Yee SJ, Levine MR, Ostrovsky A, et al. Effect of a predictive model on
planned surgical duration accuracy, patient wait time, and use of presurgical resources: a randomized clinical trial. JAMA
Surg 2021 Apr 01;156(4):315-321 [FREE Full text] [doi: 10.1001/jamasurg.2020.6361] [Medline: 33502448]

40. Gille F, Jobin A, Ienca M. What we talk about when we talk about trust: theory of trust for AI in healthcare. Intell Based
Med 2020 Nov;1-2:100001 [doi: 10.1016/j.ibmed.2020.100001]

41. Hatherley JJ. Limits of trust in medical AI. J Med Ethics 2020 Jul;46(7):478-481 [doi: 10.1136/medethics-2019-105935]
[Medline: 32220870]

42. Durán JM, Jongsma KR. Who is afraid of black box algorithms? On the epistemological and ethical basis of trust in medical
AI. J Med Ethics 2021 Mar 18:medethics-2020-106820 [doi: 10.1136/medethics-2020-106820] [Medline: 33737318]

43. Kundu S. AI in medicine must be explainable. Nat Med 2021 Aug 29;27(8):1328 [doi: 10.1038/s41591-021-01461-z]
[Medline: 34326551]

44. Liu CF, Chen ZC, Kuo SC, Lin TC. Does AI explainability affect physicians' intention to use AI? Int J Med Inform 2022
Dec;168:104884 [doi: 10.1016/j.ijmedinf.2022.104884] [Medline: 36228415]

45. Diprose WK, Buist N, Hua N, Thurier Q, Shand G, Robinson R. Physician understanding, explainability, and trust in a
hypothetical machine learning risk calculator. J Am Med Inform Assoc 2020 Apr 01;27(4):592-600 [FREE Full text] [doi:
10.1093/jamia/ocz229] [Medline: 32106285]

46. Lötsch J, Kringel D, Ultsch A. Explainable Artificial Intelligence (XAI) in biomedicine: making AI decisions trustworthy
for physicians and patients. BioMedInformatics 2021 Dec 22;2(1):1-17 [doi: 10.3390/biomedinformatics2010001]

47. Amann J, Blasimme A, Vayena E, Frey D, Madai VI, Precise4Q consortium. Explainability for artificial intelligence in
healthcare: a multidisciplinary perspective. BMC Med Inform Decis Mak 2020 Nov 30;20(1):310 [FREE Full text] [doi:
10.1186/s12911-020-01332-6] [Medline: 33256715]

48. Xiang W, Li C. Surgery scheduling optimization considering real life constraints and comprehensive operation cost of
operating room. Technol Health Care 2015;23(5):605-617 [doi: 10.3233/THC-151017] [Medline: 26410121]

49. Chapman WC, Luo X, Doyle M, Khan A, Chapman WC, Kangrga I, et al. Time is money: can punctuality decrease operating
room cost? J Am Coll Surg 2020 Feb;230(2):182-9.e4 [doi: 10.1016/j.jamcollsurg.2019.10.017] [Medline: 31843690]

50. SuperProcLengthEngine. GitHub. URL: http://github.com/skendalemd/SuperProcLengthEngine [accessed 2022-10-10]
51. Wright IH, Kooperberg C, Bonar BA, Bashein G. Statistical modeling to predict elective surgery time. Comparison with

a computer scheduling system and surgeon-provided estimates. Anesthesiology 1996 Dec;85(6):1235-1245 [FREE Full
text] [doi: 10.1097/00000542-199612000-00003] [Medline: 8968169]

Abbreviations
AI: artificial intelligence
CPT: current procedural terminology
MAE: mean absolute error
MAPE: mean absolute percentage error
MPOG: Multicenter Perioperative Outcomes Group
NYU: New York University
RMSE: root mean square error
SHAP: Shapley additive explanations

JMIR AI 2023 | vol. 2 | e44909 | p. 15https://ai.jmir.org/2023/1/e44909
(page number not for citation purposes)

Kendale et alJMIR AI

XSL•FO
RenderX

http://dx.doi.org/10.1007/s10994-022-06262-0
https://www.webpages.uidaho.edu/~stevel/504/Deep%20Learning%20with%20H2O.pdf
https://www.webpages.uidaho.edu/~stevel/504/Deep%20Learning%20with%20H2O.pdf
http://dx.doi.org/10.1097/EJA.0b013e3283446b9c
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21623186&dopt=Abstract
https://europepmc.org/abstract/MED/32607472
http://dx.doi.org/10.1038/s42256-019-0138-9
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32607472&dopt=Abstract
http://dx.doi.org/10.1093/bioinformatics/btq134
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20385727&dopt=Abstract
http://arxiv.org/abs/2105.02357
http://dx.doi.org/10.3390/make3030037
http://dx.doi.org/10.1038/s41551-018-0304-0
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31001455&dopt=Abstract
https://europepmc.org/abstract/MED/33502448
http://dx.doi.org/10.1001/jamasurg.2020.6361
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33502448&dopt=Abstract
http://dx.doi.org/10.1016/j.ibmed.2020.100001
http://dx.doi.org/10.1136/medethics-2019-105935
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32220870&dopt=Abstract
http://dx.doi.org/10.1136/medethics-2020-106820
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33737318&dopt=Abstract
http://dx.doi.org/10.1038/s41591-021-01461-z
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34326551&dopt=Abstract
http://dx.doi.org/10.1016/j.ijmedinf.2022.104884
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36228415&dopt=Abstract
https://europepmc.org/abstract/MED/32106285
http://dx.doi.org/10.1093/jamia/ocz229
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32106285&dopt=Abstract
http://dx.doi.org/10.3390/biomedinformatics2010001
https://bmcmedinformdecismak.biomedcentral.com/articles/10.1186/s12911-020-01332-6
http://dx.doi.org/10.1186/s12911-020-01332-6
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33256715&dopt=Abstract
http://dx.doi.org/10.3233/THC-151017
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26410121&dopt=Abstract
http://dx.doi.org/10.1016/j.jamcollsurg.2019.10.017
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31843690&dopt=Abstract
http://github.com/skendalemd/SuperProcLengthEngine
https://pubs.asahq.org/anesthesiology/article-lookup/doi/10.1097/00000542-199612000-00003
https://pubs.asahq.org/anesthesiology/article-lookup/doi/10.1097/00000542-199612000-00003
http://dx.doi.org/10.1097/00000542-199612000-00003
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=8968169&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


Edited by K El Emam; submitted 09.12.22; peer-reviewed by C Valderrama Cuadros, JA Benítez-Andrades, E Bignami, PF Chen, L
Nakayama; comments to author 06.02.23; revised version received 14.06.23; accepted 02.07.23; published 08.09.23

Please cite as:
Kendale S, Bishara A, Burns M, Solomon S, Corriere M, Mathis M
Machine Learning for the Prediction of Procedural Case Durations Developed Using a Large Multicenter Database: Algorithm
Development and Validation Study
JMIR AI 2023;2:e44909
URL: https://ai.jmir.org/2023/1/e44909
doi: 10.2196/44909
PMID:

©Samir Kendale, Andrew Bishara, Michael Burns, Stuart Solomon, Matthew Corriere, Michael Mathis. Originally published in
JMIR AI (https://ai.jmir.org), 08.09.2023. This is an open-access article distributed under the terms of the Creative Commons
Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction
in any medium, provided the original work, first published in JMIR AI, is properly cited. The complete bibliographic information,
a link to the original publication on https://www.ai.jmir.org/, as well as this copyright and license information must be included.

JMIR AI 2023 | vol. 2 | e44909 | p. 16https://ai.jmir.org/2023/1/e44909
(page number not for citation purposes)

Kendale et alJMIR AI

XSL•FO
RenderX

https://ai.jmir.org/2023/1/e44909
http://dx.doi.org/10.2196/44909
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

