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Abstract

Background: ChatGPT (Open AI) is a state-of-the-art large language model that uses artificial intelligence (AI) to address
questions across diverse topics. The American Society of Clinical Oncology Self-Evaluation Program (ASCO-SEP) created a
comprehensive educational program to help physicians keep up to date with the many rapid advances in the field. The question
bank consists of multiple choice questions addressing the many facets of cancer care, including diagnosis, treatment, and supportive
care. As ChatGPT applications rapidly expand, it becomes vital to ascertain if the knowledge of ChatGPT-3.5 matches the
established standards that oncologists are recommended to follow.

Objective: This study aims to evaluate whether ChatGPT-3.5’s knowledge aligns with the established benchmarks that oncologists
are expected to adhere to. This will furnish us with a deeper understanding of the potential applications of this tool as a support
for clinical decision-making.

Methods: We conducted a systematic assessment of the performance of ChatGPT-3.5 on the ASCO-SEP, the leading educational
and assessment tool for medical oncologists in training and practice. Over 1000 multiple choice questions covering the spectrum
of cancer care were extracted. Questions were categorized by cancer type or discipline, with subcategorization as treatment,
diagnosis, or other. Answers were scored as correct if ChatGPT-3.5 selected the answer as defined by ASCO-SEP.

Results: Overall, ChatGPT-3.5 achieved a score of 56.1% (583/1040) for the correct answers provided. The program demonstrated
varying levels of accuracy across cancer types or disciplines. The highest accuracy was observed in questions related to
developmental therapeutics (8/10; 80% correct), while the lowest accuracy was observed in questions related to gastrointestinal
cancer (102/209; 48.8% correct). There was no significant difference in the program’s performance across the predefined
subcategories of diagnosis, treatment, and other (P=.16, which is greater than .05).

Conclusions: This study evaluated ChatGPT-3.5’s oncology knowledge using the ASCO-SEP, aiming to address uncertainties
regarding AI tools like ChatGPT in clinical decision-making. Our findings suggest that while ChatGPT-3.5 offers a hopeful
outlook for AI in oncology, its present performance in ASCO-SEP tests necessitates further refinement to reach the requisite
competency levels. Future assessments could explore ChatGPT’s clinical decision support capabilities with real-world clinical
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scenarios, its ease of integration into medical workflows, and its potential to foster interdisciplinary collaboration and patient
engagement in health care settings.

(JMIR AI 2024;3:e50442) doi: 10.2196/50442

KEYWORDS

artificial intelligence; ChatGPT-3.5; language model; medical oncology

Introduction

OpenAI released ChatGPT, a pioneering artificial intelligence
(AI) language model, in late 2022. ChatGPT-3 is an AI chatbot
that can comprehend user input and react to it in a manner that
is natural and human-like [1]. The program was trained on a
large body of data sourced from the internet, including
textbooks, articles, social media posts, and web-based forums,
up to the last quarter of 2021 [2]. It works by analyzing user
input text to generate a response using a probabilistic distribution
of words and phrases derived from its training data. To date, it
has significantly impacted numerous disciplines, including law,
health care, and medical education [3-6]. Large language models
like ChatGPT-3.5 represent a significant advancement in the
preceding class of deep learning–based models, by facilitating
the interpretation, processing, and production of natural language
[7].

The use of AI has rapidly emerged as a promising approach in
the health care industry, where it has been applied to medical
imaging analysis, drug discovery, and patient monitoring [8].
Recent research has evaluated ChatGPT-3.5’s abilities to
respond to standardized questions from professional
examinations for law and the United States Medical Licensing
Examination (USMLE) [3,4]. ChatGPT-3.5 was able to achieve
passing grades on these examinations while providing logical
and informative explanations. Additionally, studies have been
conducted to assess ChatGPT’s capabilities in responding to
international medical licensing examinations from countries
such as Italy, France, Spain, the United Kingdom, and India.
The success rates observed ranged between 22% and 73% [9].

AI and Chat GPT showcase substantial promise in augmenting
medical consultations, offering preliminary diagnostic
suggestions, and providing a vast knowledge base for medical
practitioners and patients alike [10]. However, while it embarks
on a path toward a more integrated health care AI system,
several limitations hinder its full potential. The model’s reliance
on historical data without the ability to access real-time patient
data can lead to outdated or inaccurate information
dissemination. Additionally, its inability to comprehend nuanced
human emotions and the ethical implications surrounding patient
data privacy remain significant hurdles [11].

AI has displayed a notable deficiency in grasping context and
nuance, elements that are fundamental for delivering safe and
effective patient care [12]. Furthermore, analyzing the prospects
of job automation in health care, Frey and Osborne [13] have
projected that while administrative roles within the sector, such
as health information technicians, exhibit a high likelihood of
automation at 91%, the odds plummet to a mere 0.42% for the

automation of roles held by physicians and surgeons. This stark
contrast underscores the intricate nature of medical practice,
which extends beyond the mere application of codified
knowledge. Additionally, there is a burgeoning discussion
around the ethical dimensions of using conversational AI in
medical practice. The crux of the issue revolves around the
substantial volume of high-quality data required to train these
models. Present-day algorithms are often honed on biased data
sets, inheriting not just the availability, selection, and
confirmation biases inherent in the data but also displaying a
propensity to exacerbate these biases [14]. Looking ahead, the
evolving capabilities of AI hint at the potential for tackling more
sophisticated tasks, such as orchestrating experiments or future
clinical trials [15] or engaging in peer review processes [16].

The American Society of Clinical Oncology Self-Evaluation
(ASCO-SEP) program created a comprehensive educational
program to help physicians keep up to date with the many rapid
advances in the field. The question bank consists of multiple
choice questions (MCQs) addressing the many facets of cancer
care, including diagnosis, treatment, and supportive care. It is
intended to evaluate participants’ knowledge and give them
feedback to direct future learning. The program is largely
regarded as the leading resource for cancer specialists seeking
to gain and maintain professional licensure in the field of
medical oncology [17].

However, the evolving complexities of oncological care
necessitate additional tools that can aid oncologists in clinical
decision-making. By assessing ChatGPT-3’s ability to answer
ASCO-SEP questions, this study’s objective is to understand
ChatGPT’s potential to serve as a supportive instrument in
clinical decisions, offering instantaneous insights for health care
providers, and to identify novel and efficient educational aids
in oncology, with a specific emphasis on their role in clinical
decisions.

Methods

Input Data
Questions were sourced from ASCO-SEP, which consists of
approximately 1000 MCQs covering the spectrum of cancer
care. The question bank was accessed from February 2023 to
March 2023. As ChatGPT-3.5 can only generate responses to
textual data, the study excluded questions with images, tables,
or other non-textual content. Questions consisted of an
information stem followed by a specific question with 3-5
possible answers (A-E), along with their corresponding letter
choices, only 1 of which was correct. Figure 1 illustrates the
workflow for data sourcing, input, encoding, and analysis.
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Figure 1. Schematic of sourcing, encoding, and scoring procedures. ASCO-SEP: American Society of Clinical Oncology Self-Evaluation Program.

Before proceeding with the analysis, a random spot check was
performed. For this, a random subset of the ASCO-SEP
questions was selected, and their answers, explanations, or
related content were manually cross-referenced with Google’s
index to ensure that they were not present before January 1,
2022, the last date accessible to the ChatGPT training data.

During this study, we used the free version of ChatGPT-3.5. At
that time, ChatGPT-4 and its associated plugins were not yet
available.

Encoding
We imported individual ASCO-SEP questions, including the
information stem and multiple-choice response options, into
the ChatGPT-3.5 interface. The questions were formatted to
include the question stem, followed by each potential response
on a separate line. We did not change the structure of the
questions given to ChatGPT-3.5 and entered them in the original
format provided by ASCO-SEP without altering the phrasing
or the wording. A new conversation session was started
in ChatGPT for each question. We did not provide ChatGPT-3.5
with any prompts and offered only one opportunity to answer
each question.

Data Analysis
Selected questions were grouped by cancer type or discipline
(eg, breast, lung, and colon cancer) with further

subcategorization based on content such as treatment, diagnosis,
or other. ChatGPT was deemed to have responded correctly if
it chose the correct answer as defined and provided by
ASCO-SEP. The study team did not define or determine the
correct answer. The program was not asked to provide
justifications or references for answers. No point was assigned
if ChatGPT-3.5 provided an answer that was not from the
options given. Questions where ChatGPT-3.5 chose 2 possible
answers or chose multiple answers and did not commit to a
single best answer were also considered wrong, even if 1 of the
responses was correct.

For statistical analysis, data were logged, scored, and analyzed
in Excel (Microsoft Corp). Specifically, a chi-square test was
performed to determine if there was a significant difference in
the distribution of correct answers across different categories
or groups.

Results

A total of 1040 questions were extracted from the ASCO-SEP
question bank.

The questions covered 15 cancer types or disciplines. The largest
portion focused on breast (223/1040; 21.4%) and gastrointestinal
(209/1040; 20%) cancers, with ≤1% (13/1040) covering central
nervous system malignancies, developmental therapeutics, and
prevention/epidemiology (Table 1).
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Table 1. Question distribution and proportions by cancer type or specialty area.

Number of questions (N=1040), n (%)Cancer type or discipline

223 (21.4)Breast cancer

209 (20)Gastrointestinal cancer

137 (13.1)Thoracic oncology

121 (11.6)Hematological malignancies

97 (9)Genitourinary cancer

43 (4)Melanoma and skin cancer

36 (3)Sarcoma

36 (3)Head and neck

36 (3)Gynecologic cancers

29 (3)General oncology

28 (3)Supportive and palliative care

17 (2)Genetics and genomics

13 (1)Central nervous system

10 (1)Developmental therapeutics

5 (0.5)Prevention and epidemiology

Varying levels of accuracy were observed in ChatGPT-3.5’s
performance in answering questions based on different cancer
types or disciplines (Table 2). The highest accuracy was
achieved in questions related to developmental therapeutics

(8/10; 80% correct), while the lowest accuracy was observed
for questions related to gastrointestinal cancer (102/209; 48.8%
correct).

Table 2. Accuracy rates by cancer type or specialty area.

Discipline-specific accuracy rates, n/N (%)Cancer type or discipline

8/10 (80)Developmental therapeutics

10/13 (77)Central nervous system

28/43 (65)Melanoma and skin cancer

11/17 (65)Genetics and genomics

18/29 (62)General oncology

22/36 (61)Gynecologic cancers

17/28 (61)Supportive and palliative care

3/5 (60)Prevention and epidemiology

21/36 (58)Head and neck

130/223 (58.3)Breast cancer

20/36 (57)Sarcoma

77/137 (56)Thoracic oncology

66/121 (55)Hematological malignancies

49/97 (51)Genitourinary cancer

102/209 (48.8)Gastrointestinal cancer

583/1040 (56.1)Total

Questions were further subcategorized as “diagnosis,”
“treatment,” and “other,” with the latter covering topics such
as biostatistics, cancer staging, and treatment complications.
Out of the total questions, 73.1% (760/1040) were related to
cancer treatment, 10% (99/1040) focused on diagnosis, and the
remaining 17.4% (181/1040) were categorized as “other” (Table

3). Accuracy based on subcategory also varied, with 55%
(418/760) of treatment questions, 63% (62/99) of diagnosis
questions, and 56.9% (103/181) of “other” questions answered
correctly (Table 2). There was no significant difference in the
program’s performance across the predefined subcategories of
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diagnosis, treatment, and other (P=.16, which is greater than .05).

Table 3. ChatGPT-3.5 performance on questions per subcategory.

P valueaOverall accuracy, n/N (%)Number of questions, n (%)Category

.16418/760 (55)760 (73.1)Treatment

.1662/99 (63)99 (10)Diagnosis

.16103/181 (56.9)181 (17.4)Other

.16583/1040 (56.3)1040 (100)Overall

aChi-square test.

Overall, ChatGPT-3.5 achieved a score of 56.3% (583/1040)
for correct answers provided across all categories. Of note,
responses were marked as incorrect if ChatGPT-3.5 provided
2 or more answers, even if 1 of those answers was correct
(37/1040, 3%; Figure 1).

Discussion

Overview
In this study, we evaluated the performance of ChatGPT-3.5 in
answering ASCO-SEP questions designed for medical
oncologists in training and practice to support licensure and
ongoing medical education. To facilitate a fair and rigorous
assessment, spot checks were performed to ensure answers were
not present in the program training data, and questions were
entered in separate sessions to avoid grounding bias.
Furthermore, questions were presented in their original format,
as seen by physicians, with no changes made to prompt the
program.

Over 1000 questions were posed to the program, spanning the
spectrum of cancer care, with an overall score of 56.3%
(583/1040) achieved. While promising, this is, however, below
the accepted threshold of 70% that is required by ASCO-SEP
to claim CME credits using their question bank [18].

Since the launch of ChatGPT-3.5, several studies have evaluated
the program’s performance on medical examinations. A notable
study conducted by Kung et al [3] assessed ChatGPT-3.5’s
performance on the USMLE taken by US medical students. The
results showed that ChatGPT-3.5 performed at, or near, the
passing threshold for all 3 examinations. Specifically, the
accuracy rates for USMLE Steps 1, 2 CK, and 3 were 68.0%,
58.3%, and 62.4%, respectively, which are acceptable passing
scores. Gilson et al [19] reported similar results, where
ChatGPT-3.5 scored 60% on USMLE test questions. It is worth
noting that although the authors used questions published on
the USMLE website after the training date cutoff for ChatGPT,
which is late 2021, many of these questions were similar to
those published in previous years. Moreover, these questions
were discussed on web-based forums, which may explain the
higher scores achieved [20]. Additionally, previous studies have
evaluated ChatGPT-3.5’s performance in microbiology [21]
and pathology [22] and have shown promising outcomes in
these fields with an accuracy rate of 80%.

Several factors might explain why ChatGPT’s performs
differently on USMLE compared to ASCO-SEP questions. First,

the ASCO-SEP is tailored for medical oncologists, delving deep
into cancer care, while USMLE caters to a broader set of
medical students, covering general medical knowledge. Given
that ChatGPT-3.5’s training data spans a wide range of topics,
it’s plausible that the content aligns more with the generalized
medical queries of USMLE than the specialized focus of
ASCO-SEP. Additionally, the structure and phrasing of
questions play a critical role, potentially influencing AI’s
response accuracy. The questions within the USMLE typically
features keywords that assist students in selecting an answer
from the provided options. Conversely, the ASCO-SEP presents
more specialized questions, challenging physicians’ ability to
discern first- and second-line treatments for a specified condition
[23]. For instance, in 1 of the numerous subreddits [24] available
web-based that was likely included in ChatGPT’s training data
set [25] students discuss how certain keywords aid them in
answering examination questions. These data might have
assisted ChatGPT in responding to USMLE questions in a
previous paper that tested ChatGPT’s performance on the
USMLE [3,19]. However, such keywords are not used or
discussed among physicians engaging with ASCO-SEP
questions.

There are additional possible explanations for the observed
performance of ChatGPT-3.5 in this study. One key factor is
the comprehensive data set of over 1000 questions used, which
allowed for a more thorough and holistic evaluation of the
program’s performance compared to previous studies
[3,19,26,27]. Another contributing factor may be the dynamic
and rapid scientific and clinical advances that occur in the field
of oncology, which ChatGPT-3.5 could not fully tackle given
that its training data is limited to pre-2022 internet data, with
restricted access to key databases in the field like PubMed [28].

ChatGPT-3.5 demonstrated varying levels of accuracy in
answering questions across the different cancer types and
disciplines. Questions related to developmental therapeutics
had the highest accuracy rate (80%, 8/10); however, the limited
question sample size may not have allowed a complete
assessment. Indeed, ChatGPT-3.5’s lowest score was achieved
in gastrointestinal cancer, which contained one of the largest
numbers of questions in the bank (102/209, 48.8%), suggesting
that broader assessments may identify more knowledge gaps.
This study did not, however, find any significant difference in
ChatGPT-3.5’s performance across the subcategories of
diagnosis, treatment, and others.
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While ChatGPT-3.5 is not yet fully dependable for complex
decision-making in medical oncology, it shows promise in the
field. In recent years, we have witnessed significant progress
in neural networks, and the future of health care is becoming
increasingly multimodal. Oncologists now rely on more than
just text-based information when prescribing treatments. They
consider a wide range of factors, including diverse image types,
genomic data, and social determinants of health. However, in
the past, developing multimodal machine learning models
seemed like an overly ambitious goal. Thankfully, the landscape
has changed, and we have seen exciting advancements in this
area through various publications in 2022 and 2023 [29,30].
These studies have showcased the potential applications of
multimodal models in the field of oncology, bringing us closer
to a more comprehensive and holistic approach to cancer care.

Based on its performance in this study, we do not think that AI
can aid oncologists in clinical decision-making at this time.
However, it may excel in other tasks in the field [31]. Experts
might look to language-generating AI to reduce the burden on
humans who create questions and explanations for tests.
However, it should be noted that ChatGPT-3.5 is not a useful
tool without human supervision at this point, given its potential
to fabricate references that may sound plausible but are incorrect
[14,32,33]. Oncologists can also use it for administrative tasks
such as drafting notes [34] or crafting communication messages
for patients [11]. Additionally, while a previous study by
Johnson et al [35] demonstrated that ChatGPT can be used by
patients to answer common cancer myths and questions, the
questions used in this study were already featured on the
National Cancer Institute’s webpage and were likely part of
ChatGPT’s training data [25] and fewer questions were used.
We can infer from this study that the answers provided by
ChatGPT still require review by an oncologist to ascertain their
accuracy.

In the future, AI has the potential to assist oncologists in critical
aspects such as determining optimal chemotherapy dosages [36]
and aiding in diagnostics within fields like radiology and
pathology [37]. By leveraging the capabilities of these advanced
language models, health care professionals can access valuable

insights and support in making informed decisions regarding
treatment plans. Moreover, patients can also reap the advantages
of AI-driven technologies by receiving more accurate diagnoses
and tailored treatment approaches, ultimately leading to
improved outcomes and enhanced patient care [38].

This study does, however, have several important limitations.
First, as ASCO-SEP only consists of MCQs, we did not
challenge ChatGPT-3.5 with any other question formats (eg,
open-ended), which may have yielded different results.
Furthermore, MCQs may not fully reflect the complexity of
clinical scenarios that oncologists face in their practice. Second,
we did not test the variability of the answers provided by
ChatGPT. Each question was presented to ChatGPT 3.5 only
once, and the first answer was scored given that previous studies
showed high consistency of ChatGPT answers [39] Finally, we
could have performed a qualitative assessment of ChatGPT-3.5
answers to gain insights into the etiology of its errors as a guide
to future required improvements.

Conclusions
In conclusion, this study explored the capacity of ChatGPT-3.5’s
knowledge in medical oncology using the ASCO-SEP. We
aimed to bridge the knowledge gaps surrounding the efficacy
of AI-driven tools like ChatGPT-3.5 in supporting clinical
decision-making. Our assessment revealed that while
ChatGPT-3.5 shows promise for the future of AI in oncology,
its current performance on ASCO-SEP underscores a pressing
need for further refinement to meet the competency standards
in this complex field.

Future evaluations of ChatGPT could extend to assessing its
capability in clinical decision support, gauging its accuracy in
real-life clinical scenarios, and its ease of integration into
medical workflows. Evaluating GPT-4 as a resource to aid
oncologists in clinical decision-making, an aspect not available
during the tenure of this study, could significantly contribute
to the field. The tool’s facilitation of interdisciplinary
collaboration among health care professionals and its impact
on patient engagement and communication are other potential
areas of investigation.
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