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Abstract

Background: Living kidney donation (LKD), where individuals donate one kidney while alive, plays a critical role in increasing
the number of kidneys available for those experiencing kidney failure. Previous studies show that many generous people are
interested in becoming living donors; however, a huge gap exists between the number of patients on the waiting list and the
number of living donors yearly.

Objective: To bridge this gap, we aimed to investigate how to identify potential living donors from discussions on public social
media forums so that educational interventions could later be directed to them.

Methods: Using Reddit forums as an example, this study described the classification of Reddit content shared about LKD into
three classes: (1) present (presently dealing with LKD personally), (2) past (dealt with LKD personally in the past), and (3) other
(LKD general comments). An evaluation was conducted comparing a fine-tuned distilled version of the Bidirectional Encoder
Representations from Transformers (BERT) model with inference using GPT-3.5 (ChatGPT). To systematically evaluate ChatGPT’s
sensitivity to distinguishing between the 3 prompt categories, we used a comprehensive prompt engineering strategy encompassing
a full factorial analysis in 48 runs. A novel prompt engineering approach, dialogue until classification consensus, was introduced
to simulate a deliberation between 2 domain experts until a consensus on classification was achieved.

Results: BERT and GPT-3.5 exhibited classification accuracies of approximately 75% and 78%, respectively. Recognizing the
inherent ambiguity between classes, a post hoc analysis of incorrect predictions revealed sensible reasoning and acceptable errors
in the predictive models. Considering these acceptable mismatched predictions, the accuracy improved to 89.3% for BERT and
90.7% for GPT-3.5.

Conclusions: Large language models, such as GPT-3.5, are highly capable of detecting and categorizing LKD-targeted content
on social media forums. They are sensitive to instructions, and the introduced dialogue until classification consensus method
exhibited superior performance over stand-alone reasoning, highlighting the merit in advancing prompt engineering methodologies.
The models can produce appropriate contextual reasoning, even when final conclusions differ from their human counterparts.
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Introduction

Background
Kidney transplantation is the gold standard treatment for patients
with end-stage renal disease [1] and can be much more
cost-effective than dialysis [2]. Record numbers of transplants
have taken place in recent years, but a shortage of donors
continues to exist despite the recent increase [3]. Currently, the
median wait time for a transplant is approximately 4 years in
the United States, and approximately 5000 patients die every
year while being on the transplant waiting list [4]. Living donor
kidney transplantation (LDKT) generally provides better
outcomes than deceased donor transplants but requires that a
potential living donor be made aware that they can donate to a
specific patient with end-stage renal disease and offer to do so.
Racial or ethnic minorities and patients of lower socioeconomic
status are less likely to pursue and have living donors donate
on their behalf [5,6].

National attitudes about LDKT are generally positive, although
many do not know what a living donor undergoes when donating
a kidney [7-10]. Recommendations to increase the living donor
pool include reaching out more broadly to locate generous
individuals motivated by social good to engage more individuals
in considering living donation [11]. In addition, research
suggests that disseminating education and information about
living donation to broader audiences, beyond transplant centers,
might increase the numbers of potential donors and recipients
pursuing living donation [12,13]. However, identifying
individuals dealing with kidney disease and considering whether
to pursue LDKT or donate kidneys in their own lives can be
difficult, especially when they have not started medical
evaluation at a transplant center.

Locating individuals through social media forums discussing
living kidney donation (LKD), such as those on Reddit or
Twitter (the work herein was done before the platform being
rebranded as X), maybe a way to identify individuals who are
actively deciding whether to pursue LDKT or LKD outside of
transplant centers [14]. While there are many different types of
questions and comments related to LKD shared on the web,
some people share their personal experiences and even invite
people to “ask me anything.” These findings motivated our main
hypothesis that potential living donors can be identified from
social media communities engaged in general discussions about
LKD. In addition, understanding the personal experiences shared
on these platforms can provide valuable insights into potential
donors’ needs and decision-making, enabling education and
media campaigns to be better tailored for them.

The large volume and high complexity of unstructured natural
language require an effective and efficient method that can

automate the identification of people sharing personal
experiences with LKD. Fortunately, recent advances in natural
language processing (NLP), particularly the transformer
mechanism [15-19], enable the automatic understanding of
personal experiences that were shared on the web social
platforms. This study aimed to evaluate the transformer-based
techniques to categorize these experiences on Reddit (Reddit,
Inc). Specifically, we aimed to evaluate and compare (1) the
one-shot classification model Bidirectional Encoder
Representations from Transformers (BERT) [19], which required
that we fine-tune the model using 1268 well-labeled samples,
and (2) the zero-shot classification model ChatGPT (OpenAI),
which required no fine-tuning for classification purposes.
Comprehensive discussions on transformer-based models can
be found in the study by Acheampong et al [20]. Much has been
written about the capabilities and limitations of ChatGPT
specifically [21]; however, we investigated the importance of
prompt engineering when interfacing with it and other generative
models applied to the field of organ donation for the first time.

Overview of Prompt Engineering
Prompt engineering has been defined as “the means by which
LLMs are programmed via prompts” [22]. Reynolds and
McDonell [23] framed the objective of prompt engineering as
a discipline that seeks to answer the question, “What prompt
will result in the intended behavior and only the intended
behavior?” Historically, the best practice has been to give a
small number of examples of how the task is to be done, known
as few-shot prompting. Ray [21] suggested that for large
language models (LLMs), few-shot prompting is better thought
of as “locating an already-learned task rather than
meta-learning.” The implication is that the LLMs are large and
robust enough that the models are inherently capable of
completing NLP tasks, but their scale of capability may require
using examples to “activate” the right parameters that will carry
out the desired task in the prescribed manner.

However, this flexibility should also be understood as having
dangers because LLMs can be “jailbroken.” Jailbreaking LLMs
is the practice of using prompt engineering to work around the
boundaries imposed by the developers, such as OpenAI [24].
The practice of “red-teaming” is used by developers to identify
weaknesses in the desired boundaries and adjust the model so
that it is more defensible against previous vulnerabilities [25,26].
What is simultaneously exciting and problematic about this is
that many techniques used to jailbreak LLMs are the same as
those used for their most helpful, intended uses, that is, many
of the same methods that allow us to get the best performance
from an LLM can be the same ones that are used to bypass the
safeguards. Table 1 provides an overview of prompt engineering
methods derived primarily from the study by White et al [22].
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Table 1. Overview of prompt engineering methods proposed by White et al [22].

Example prompts for LKDaPurposeMethod

“Here is an example of a risk analysis from a living kidney donation sce-
nario: [EXAMPLE]. Now, please provide a risk analysis for the following
scenario.”

Provide examples that illustrate how
the task is to be completed

Few-shot prompting

“For this conversation, ‘LKD’refers to living kidney donation, ‘DT’ refers
to donor testing and ‘RC’ refers to recipient compatibility. Using this
shorthand, describe the typical process of LKD.”

Create a shorthand notation, abbre-
viated language, or set of standard
rules

Meta-language creation

“I’m working on an algorithm to match donors with recipients in living
kidney donation. What information do you need from me to help design
this algorithm?”

The LLMb will ask questions to ob-
tain the information

Flipped interaction

“Pretend you are a leading surgeon specializing in living kidney donation.
Provide your expert opinion on the latest surgical techniques.”

Assign a persona to the LLM, usual-
ly that of an expert

Persona

“I need to write code to analyze the success rates of different kidney
matching algorithms. Could you suggest a more refined question or spe-
cific details you need to assist me?”

Ensure that the LLM suggests better
or more refined prompts

Prompt refinement

“Describe three different methods for assessing donor-recipient compati-
bility in living kidney donation.”

Ensure that the LLM offers alterna-
tive ways of accomplishing the task

Alternative approaches

“To understand the ethical considerations in living kidney donation, what
additional questions should I ask you to provide a comprehensive analy-
sis?”

Subdivide a question into additional
questions for a better answer

Cognitive verifier

“After explaining the current trends in living kidney donation, list the facts
or data sources you used in your response.”

Mitigate model hallucination by
listing the facts

Fact checklist

“Please answer in the following format: ‘Living kidney donation is bene-
ficial because [REASON 1], [REASON 2], and [REASON 3]’.”

Ensure that the LLM’s output fol-
lows a precise template

Template

“Let’s play a matching game. I will describe a recipient, and you suggest
a suitable donor from the provided pool based on living kidney donation
criteria.”

Create a game around a given topicGameplay

“Explain the process of donor selection in living kidney donation in a step-
by-step manner, detailing the reasoning behind each step.”

Explain the rationale behind the
given answers

Reflection (chain of thought [25])

“If you cannot provide personal patient data in living kidney donation,
please guide me on how to rephrase my questions to obtain general infor-
mation.”

Help users rephrase a question when
they are refused an answer

Refusal breaker

“When discussing living kidney donation statistics, please consider only
data from the last five years in the European region.”

Enable users to specify or remove
context

Context manager

“I have patient medical records, compatibility testing results, and surgical
schedules. Provide a sequence of steps to create an optimal living kidney
donation matching algorithm.”

Provide a sequence of steps given
some partially provided ingredients

Recipe

aLKD: living kidney donation.
bLLM: large language model.

Reflection and chain of thought reasoning, in particular, have
garnered much attention due to their powerful results, creating
what is already becoming a niche corner of research [27,28].
At the time of writing this paper and to the best of our
knowledge, the 2 most recent and powerful of these
improvements are the methods known as self-consistency [29]
and the tree of thoughts [30]. The former uses majority voting
from multiple replications, and the latter takes an ensemble
approach to the chain of thought reasoning and allows LLMs
to consider multiple different reasoning paths and to perform
self-evaluation on choices. Other methods naturally exist beyond
what is contained in this study because of the unbounded human
imagination, which makes the domain of prompt engineering
quite an exciting frontier. Interested readers may find the website

[31] to be a useful resource, with new relevant articles being
added to its repository regularly.

While prompt engineering in the context of LKD has not yet
entered the literature, some work has emerged in the context of
health care. Prompt engineering and generative artificial
intelligence broadly are of particular interest in the medical
domain as the generation of health information is still of
unknown quality. A few researchers have emphasized the
importance of medical professionals using LLMs skillfully and
in a way that produces reliable information [32,33]. It has been
shown that the reliability of GPT-4 (OpenAI) is inconsistent
when answering medical questions, and the authors call for
prompt engineering techniques to improve its performance [34].
Similarly, other authors have experimented with ChatGPT on
calculation-based United States Medical Licensing Examination
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questions using 3 different prompting strategies, although they
found that the prompt itself had only a small effect on answer
accuracy [35]. Other research examined using prompt
engineering in generating health messages [36] and even medical
image segmentation [37].

Social Media and LKD
Recent years have witnessed a burgeoning interest in studying
dialogue on social media regarding important health care issues,
such as vaccination [38] and LKD. Henderson [39] highlighted
the use of platforms such as Facebook and Twitter to identify
potential living donors while noting that formal research efforts
are in their early stages. Analyzing social media content,
including organ donation posts on the Chinese social media site
Weibo, has unearthed key themes such as “organ donation
behaviors,” “statistical descriptions of organ donation,” and
“meaningfulness of donation” [40]. In one study, a notable 53%
of potential living donors who self-referred for donor evaluation
reported that they learned about a patient’s need for a donor on
social media [41,42], while specialized tools such as the
“DONOR” app have enabled expansion of social media
marketing about living donation between potential donors and
patients with kidney diseases [43]. Research efforts include
measuring organ donation awareness through Twitter digital
markers [44], surveying readiness of patients who are
undergoing a transplant to use social media for education [45],
and using Twitter for living donor profile classification [46].

Interventions to increase living donation have used mobile health
technologies to manage donor follow-up [47], delivered targeted
advertising to specific ethnic groups [48,49], and assessed organ
donation awareness across the United States using Twitter data
[50]. Best practices for promoting LKD through social media,
such as delivering content to specific community demographics
in targeted and interactive modes, have been proposed [51]; live
transplant broadcasts on Twitter have occurred [52]; and the
analysis of public Facebook pages of potential living donors
[53] has enhanced insights into donor identification and donation
interest. Recent studies highlighted the importance of tailored
messaging over generic communication for better audience
engagement [54,55].

These investigations underscore social media’s potential in
augmenting donation awareness and facilitation, emphasizing
the necessity for robust methods to discern and support
individuals disseminating LKD-related content. A recent study
by Garcia Valencia et al [56] has shown that ChatGPT can
simplify medical information, making it easier to read and
understand by many diverse groups. This can be a vital aid for
promoting fairness in access to donation information from
official sources. However, with the availability of public

dialogue in forums also comes the need to thematically
understand it. There is variation in both the content being shared
and the user sharing it. The growing body of research
demonstrates the potential of social media to impact awareness,
intention to donate, and the facilitation of living kidney
transplants. Therefore, it is necessary to have reliable methods
whereby people who explicitly create and share content related
to LKD can be automatically identified and understood for
appropriate education and support. With this background, our
research seeks to assess whether a classification system can be
devised to discern individuals at varying stages of
decision-making about becoming a living kidney donor. It also
explores which of the contemporary NLP models are most apt
for automating this classification, namely a fine-tuned distilled
version of the BERT (DistilBERT) model (hereafter referred
to as BERT for simplicity, unless greater specificity is merited)
or ChatGPT. Furthermore, regarding ChatGPT, it examines
how prompt engineering—namely, making adjustments to model
instructions about the reasoning approach, examples,
temperature, and class descriptions— influences its predictive
efficacy for this application.

By answering these research questions, this study aimed to build
a foundation for a sophisticated classification system in which
it is possible to automatically categorize large amounts of social
media communication about living donations using these tools.
The study also aspires to gain a more in-depth insight into how
individuals communicate and express themselves regarding
LKD on various social media platforms. Using cutting-edge
NLP technologies, our goal is to develop a streamlined,
automated process for pinpointing curious, motivated potential
donors who have not yet presented to the transplant center so
that educational interventions could later be directed to them.

Methods

Data Labeling, Preparation, and Quality Assurance
We used a dataset of 2689 Reddit posts related to LKD from
our previous work [14], which were published between January
2010 and April 2021. We also collected 603 Reddit posts from
April 2021 to April 2023, for a combined total of 3292 posts
from 2591 users. We scraped the posts with the open-source
tool pushshift.io using keywords related to LKD, such as
“kidney donor,” “kidney transplant,” “kidney donated,” “kidney
donate,” “kidney years ago,” “kidney need,” “kidney stranger,”
and “kidney willing donate.” Other search terms could have
been included; however, as presented in Table 2, a considerable
portion of collected data were not related to personal
experiences, and we concluded that additional search terms
would primarily expand the noise and add little value.

JMIR AI 2025 | vol. 4 | e57319 | p. 4https://ai.jmir.org/2025/1/e57319
(page number not for citation purposes)

Nielsen et alJMIR AI

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 2. Distribution and description of Reddit (Reddit, Inc) classes.

Example postDescriptionMerged class categories and class categories

Present (n=540, 26.9%)

“A friend of mine is in need of a
kidney. My first instinct is to offer
one of mine. I have Googled and
read LOTS of info. What would you
do? Have you donated a kidney?
What am I missing?”

The user has current firsthand experience with
something personally related to kidney disease,
kidney failure, living kidney donation, or transplan-
tation (eg, the user with kidney disease or kidney
failure, is on dialysis, is seeking a kidney, is explor-
ing donation, or is undergoing evaluation for dona-
tion or transplantation).

Present direct (n=363, 21.5%)

“I need help finding a kidney for my
dad.”

The user has current secondhand experience related
to living kidney transplantation (eg, they know
someone who is currently experiencing kidney
failure, on dialysis, seeking a kidney, or preparing
to donate a kidney).

Present indirect (n=177, 5.4%)

Past (n=222, 6.8%)

“Eight years ago today, I donated a
kidney to a friend. Ask me any-
thing.”

The user has past firsthand experience related to
living kidney transplantation (eg, kidney failure,
dialysis, kidney recipient or donor).

Past direct (n=168, 5.1%)

“Picture of my dad and the woman
who donated a kidney to save his
life.”

The user has past secondhand experience related
to living kidney transplantation (eg, they know
someone who experienced kidney failure, was on
dialysis, received a kidney, donated a kidney, un-
derwent evaluation for donation, or participated in
the donation process (perhaps in a supporting role).

Past indirect (n=58, 1.8%)

Other (n=2530, 76.8%)

“If you donate a kidney, then later
your only one starts to fail, would
you be put on a higher priority?”

The user is giving a general opinion on the topic,
asking a hypothetical question, or contributing to
discussion about an imagined scenario.

General commentary or hypothetical (n=159, 4.8%)

“A man donated his kidney to his
wife of 51 years after finding out
he’s her perfect match.”

The user is either sharing a news article or headline
related to kidney donation that may be pertinent
but not personal, or it is simply irrelevant.

News or noise (n=2371, 72%)

We selected Reddit as our data source because it provided the
greatest portion of comments that were related to personal
experiences rather than discussions of policies and sharing news
stories. Reddit was the only place where we found posts from
actual living donors inviting people to an “ask me anything”
session, sparking highly personal discussions [14].

Under the guidance of LKD domain experts, after reviewing
100 example posts, we created 2 class sets, one with 6 classes
(class categories) and the other with 3 classes (merged
categories), to automate the process of identifying firsthand
experiences with living donation (Table 2). These classes were
iteratively defined and improved through multiple discussions
with a team of 6 people who performed the manual annotation.
Certain posts had sufficient ambiguity to make an explicit ruling
impossible. For example, it was not always clear what
constituted the boundary between a past and present experience
(eg, how much time should have passed since the transplant?)
or whether the general transplant mentioned in a post came from
a living or deceased donor. Furthermore, long and verbose posts
with brief mentions of personal experiences with donation posed
a challenge because the brief (although important) mentions of
LKD were easy to miss. Individual annotators were found to
exhibit varying classification tendencies or use their own “rules
of thumb” to expedite the often tedious process.

The granularity between these 6 fine-grained classes proved
quite difficult for the models to correctly capture during initial
experiments (resulting in accuracies <50%), so the posts were
consolidated into the 3 coarse-grained categories: present
(n=540, 42.59% of posts), past (n=222, 17.51% of posts), and
other (n=506, 39.91% of posts randomly sampled from news
or noise and general commentary or hypothetical categories)
for 1268 samples that were used for training the BERT model.
A randomly selected subset of 100 from each of the 3 classes
was used for prompting with ChatGPT. The decision was made
to aggregate general commentary and hypothetical posts with
news or noise to ensure a more precise focus on personal
experiences.

Acknowledging the potential data quality risks [57], we
meticulously evaluated incorrect predictions from both BERT
and ChatGPT after the analysis. The incorrectly predicted
samples were tagged as either acceptable errors (reasonable, if
not perfectly aligned predictions), unacceptable errors (flawed
or evidently incorrect reasoning), more accurate than the original
human label, or instances where both human and model erred.
We later reported these using the notation of LLM human,
LLM<human, LLM>human, and both error, respectively, for
both models.
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Ethical Considerations
This study was granted an exemption from The University of
Louisville Institutional Review Board (review number 22.0458).
While there could be ethical concerns about consent and storage
of health-related data, every Reddit user is entirely anonymous,
ensuring that nothing we find can be directly traced to an
individual. In addition, the comments and posts themselves are
all very public; some websites may have minimal requirements,
such as logging in or being a member of a “closed” group before
the content can be observed; however, this is not the case for
any of the data we collected. For data sources where such
anonymity is not guaranteed, it is imperative to ensure that users
consent to the study of their created content and that any
identifying information be removed or obscured.

Modeling
We compared 2 transformer-based models for our classification
task: a fine-tuned BERT model and a prompt-engineered
ChatGPT model. We used the 3.5 Turbo version of ChatGPT
via the OpenAI application programming interface and
conducted a full factorial analysis of various prompt components
to identify the best features. The DistilBERT model was
fine-tuned from a pretrained Hugging Face (Hugging Face, Inc)
model. Furthermore, we noted that many new models have
emerged, both proprietary and open source, after our
experiments were completed. Post hoc experiments indicate
that our findings are consistent with newer models.

BERT Analysis
The DistilBert tokenizer from Hugging Face was used to
tokenize the text data from Reddit, and both input IDs and
attention masks were generated to structure the text inputs for
the model. A custom model was designed around DistilBERT.
The architecture included the pretrained DistilBERT model,
followed by 3 fully connected layers with 768, 256, and 128
units, respectively. These were followed by an output layer with
3 units corresponding to the number of classes. Batch
normalization and rectified linear unit activation functions were
applied, and dropout was set at 10%.

The focal loss was used as the loss function, which is designed
to address the class imbalance by downweighting the loss
assigned to well-classified examples [58]. It was parameterized
with an α factor for controlling the weight and a γ factor for
focusing on hard examples. The model was trained using the
AdamW optimizer [59], with the learning rate and weight decay
optimized by the open-source Optuna hyperparameter tuning
library. The dataset was split into training and validation sets
using stratified 5-fold cross-validation, with class weights

computed to manage class imbalance, and the model was trained
for 3 epochs, following the recommended fine-tuning procedures
[19]. The metrics used for validation are defined subsequently.

Accuracy is the ratio of correctly predicted instances to the total
instances.

Precision is the ratio of correctly predicted positive observations
to the total predicted positives.

Recall (sensitivity) is the ratio of correctly predicted positive
observations to all observations in actual class.

F1-score is the harmonic mean of precision and recall.

In equations 1 to 4, TP, TN, FP, and FN are the numbers of true
positive, true negative, false positive, and false negative values,
respectively.

The Optuna library was used to perform hyperparameter
optimization, which uses a Bayesian optimization method known
as the Tree-structured Parzen Estimator [60]. A search space
was defined for the learning rate (ranging from 0.00003 to
0.0003) and weight decay (ranging from 0.0001-0.001). A total
of 100 trials were conducted to find the best set of
hyperparameters based on the F1-score.

Dialogue Until Classification Consensus
We introduced a text classification tool for LLMs termed
“dialogue until classification consensus” (DUCC). Given the
absence of a formal taxonomy for prompt engineering methods,
we aligned DUCC’s presentation with the pattern widely
adopted in software development, which includes a name and
classification, intent and context, motivation, structure and key
ideas, example implementation, and consequences (Textbox 1).
White et al [22] constructed the following categories of
prompting patterns: input semantics, output customization, error
identification, prompt improvement, interaction, and context
control.
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Textbox 1. Prompting patterns for “dialogue until classification consensus” (DUCC).

Name and classification

DUCC primarily falls under output customization, although it shares elements from other pattern categories, notably error identification and interaction.

Intent and context

DUCC assigns a persona of at least 2 domain experts to the large language model, instructing them to discuss a text sample until a consensus on its
classification or answer selection is reached from a set of options. This setup aims to automate explicit reasoning and reflection through a simulated
dialogue, expecting to resemble the effects of distribution-oriented methods, such as self-consistency, without requiring multiple sample replications.

Motivation

Complex classification tasks, especially within niche domains, such as personal living kidney donation experiences, often present labeling challenges.
DUCC simulates expert discussions for decision-making while aiming to standardize output formats for classification tasks.

Structure and key ideas

Experts 1 and 2, specialized in [DOMAIN], are to discuss the text sample until an agreed classification or answer is reached.

The final label should be clear with no disagreements, formatted as: “classification: Label.”

Additional identities or traits can be attributed to the experts to infuse specific perspectives into the discussion. We have observed that unless a singular
label selection is emphasized, the model might assign multiple labels in challenging scenarios.

Example implementation

“Expert 1 and Expert 2, you are both experts in living kidney donation, and you’ve been tasked with analyzing and classifying a Reddit post that
should be related to living kidney donation. You should discuss the post until you come to an agreement for a single classification. If the post is not
related to living kidney donation, it needs to be labeled ‘Other’. The classifications are defined as follows:

• Present: The user is describing a current or ongoing personal experience with living kidney donation

• Past: The user is describing a past personal experience with living kidney donation.

• Other: The user isn’t discussing a personal experience with living kidney donation or isn’t discussing living kidney donation at all.

Discuss until you reach a consensus, showing your reasoning. The final label should be clear, and there should be no disagreement. Output your agreed
label in this format: {‘classification’: ‘your agreed label’}.

Here’s an example of how this should be done:

• Post: ‘Are you a kidney donor? How was the recovery process and how are you doing now?’

• Expert 1: ‘I think the appropriate label is Present, because the user is asking questions and seems to want information to help them with a current
decision about living kidney donation.’

• Expert 2: ‘I think the appropriate label is Past because the user wants to know about past personal experiences from others.’

• Expert 1: ‘I see your point about bringing up the past, but since we are interested in assigning a label to the user who wrote the post, we should
keep our focus on the author’s perspective. If we knew what the replies were, we could label those users as Past, but we are only looking at this
user for now.’

• Expert 2: ‘You’re correct, we should be focused on this user rather than possible answers from others. Even though there are elements of both,
we have to pick one and only one label, so let’s go with Present.’

• Final Label: ‘‘classification’: ‘Present.’”

Consequences

DUCC prompts large language models to reason through multiple perspectives, ensuring a singular, consistently formatted label, simplifying extraction.
The example implementation is crucial as it demonstrates the desired dialogue structure, aiding the model in handling nuanced classifications. However,
DUCC may exhibit biases when numerous classes are present, potentially leaning toward the exemplified label. To mitigate token use, especially in
lengthy examples, using DUCC when defining the system instead of individual prompts is advisable. For instance, in the OpenAI application
programming interface, modifying the “content” section of the “system” role with the entire provided example instead of the default content can better
define the system’s nature.

Sensitivity Analysis of Prompting

Overview
For our experimentation using ChatGPT to categorize personal
experiences, we conducted a study applying a full factorial
design with 4 factors (summarized subsequently), which resulted
in 48 experimental runs. We must first acknowledge that the
nature of prompting is such that there were an infinite number

of ways we could write the prompt and parameters that could
be chosen. It is well known that examples that illustrate the
solutions can influence performance (known as “few-shot”
prompting) [61], so we examined the number of examples and
the type of examples that might produce bias as well as the
parameters provided subsequently.
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Use of the DUCC Method (2 Settings)
In addition to the DUCC method described earlier, the
alternative was to prompt a single expert to make a classification
decision, with the instruction to “Examine the evidence for each
class option step by step. The final label should be clear.” In
this case, the model attempts to identify any evidence that
suggests the sample should be assigned to each class and weighs
the evidence to draw a conclusion.

Number of Examples Used (4 Settings)
We selected either 1 example or 3 examples. For 3 examples,
1 example was used for each class (present, past, and other).
For the single example setting, we performed an experiment
with each class once to evaluate whether it produced a bias in
the predicted class.

Definition of “Past” (2 Settings)
Observing a tendency for underprediction in the “Past” label,
we considered 2 definitions for the class. The first was a short
and concise definition: “The user is describing a past personal
experience with living kidney donation.” The second was a
longer, more descriptive definition: “The user is referring to a
past personal experience with LKD. This may be presented in
the context of a present tense story, but if the event of LKD was
lived previously, the post should be labeled past.”

Temperature Settings (3 Settings)
Experimentation spanned temperature values of 0, 0.15, and
0.3, investigating the tradeoff between output variability and
consistency. The settings were guided by OpenAI
documentation, emphasizing lower values for consistency and
higher values for diversifying outputs [62].

Given the cost implications of OpenAI application programming
interface calls, an initial assessment was carried out to determine
the necessity for replicating each setting. We performed 30
replications of a fixed parameter setting and found no substantial
effect within replications for any metric. Thus, the
experimentation proceeded with a singular sample for each
parameter setting.

Results

Overview
In this section, we present the results of the BERT model first
and then the results of ChatGPT. We present the performance
metrics, confusion matrices, and assessment of incorrect
predictions. For ChatGPT, we also present the results of an
ANOVA on the various factors used in the experimentation.

BERT Results
In >100 trials, the best BERT model performed with an accuracy
of 75.1% and an F1-score of 78.2% on the validation data during
training. The best parameters were a learning rate of
0.000131687 and a weight decay of 0.000791. The confusion
matrix for the predictions on the test data is presented in Figure
1, showing reasonably good performance but with a tendency
to erroneously predict the Other label on both past and present
labels.

The classification report provided in Table 3 shows that the
BERT model significantly underpredicts past labels, partly due
to the smaller sample size, and also because of the ambiguity
that can arise when a reference to a past experience is nested
within an ongoing story.

Figure 1. Confusion matrix for the best Bidirectional Encoder Representations from Transformers model.
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Table 3. Classification report.

SupportF1-scoreRecallPrecision

1010.850.820.88Present

440.580.520.66Past

1080.800.860.75Other

2530.780.790.79Weighted average

ChatGPT Results
The best ChatGPT prompt produced an accuracy and F1-score
of 78.67% and 78.17%, respectively (surprisingly, this F1-score
is identical to that of BERT). This was achieved using the
DUCC method, a single example of a present class post, a
temperature of 0, and the shorter definition of the past class
(refer to the Dialogue Until Classification Consensus section).
Full experimentation results are provided in the Multimedia

Appendix 1. The next 3 columns show the percentage of
predictions for that class, and the remaining 3 columns show
the evaluation metrics.

The confusion matrix for ChatGPT performance is presented
in Figure 2, which shows again that past class samples were
underpredicted and that both other and past class samples were
overpredicted to be present class, suggesting a bias toward
present classifications.

Figure 2. Confusion matrix for the best ChatGPT prompt.

The results of the ANOVA are presented in Table 4, which
shows that the number and type of examples used is the most
significant factor, followed by the method. We observe that the
examples and method factors were the only statistically
significant factors.

Given that there were 3 df within the examples setting, we
sought to better understand the difference between the example
settings using a Tukey test, with results provided in Table 5.
We observed that when our example belonged to the “past”
class the model performed better than when the example came

from the “other” class. But using an example from the “past”
class resulted in poorer performance compared to using 3
examples (one from each class) and using an example from the
“present” class. Interestingly, the “past” sample was
underpredicted in every setting except when using 3 examples
and the evidence method. Interestingly, samples belonging to
the “past” class were underpredicted in every setting except
when using 3 examples and the evidence method. Although this
setting (3 examples; evidence method) does not demonstrate
the same underprediction bias as other settings, it does not give
better accuracy overall.
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Table 4. ANOVA results.

P valueF test (df)Sum of squaresFactor

<.00127.659884 (3, 40)0.068615Category (examples)

.0087.819650 (1, 40)0.006466Category (method)

.990.014557 (2, 40)0.000024Category (temp)

.840.039292 (1, 40)0.000032Category (past)

——a0.033076Residual

aNot applicable.

Table 5. Multiple comparisons of means using the Tukey honestly significant difference test. The family-wise error rate is 0.05.

RejectUpper limitLower limitP valueMean differenceGroup 2Group 1

True–0.0548–0.1202<.001–0.08751, past1, other

False0.0405–0.0249.920.00781, present1, other

False0.031–0.0344.99–0.001731, other

True0.1280.0626<.0010.09531, present1, past

True0.11850.0531<.0010.085831, past

False0.0233–0.0421.87–0.009431, present

Discussion

Principal Findings
Our experimentation has found that BERT and ChatGPT
perform comparably for the classification of different living
kidney donor experiences. Because BERT is completely
dependent on the available training data, ChatGPT can be used
with a somewhat higher degree of precision via prompt
engineering, as shown by our use of the novel DUCC method.
Our full factorial experimentation identified the best settings to
use for our engineered prompt. In this section, we will discuss
the predictions that were made incorrectly and consider future
work and ethical considerations.

Examination of Incorrect Predictions
As noted in the Data Labeling, Preparation, and Quality
Assurance section, there is an inherent risk of data quality that
arises from the dataset in question. Unlike standardized
benchmarks, which often have explicit “ground truth” labels,
our task is fraught with nuance. Despite our extensive efforts
to ensure data quality, the given label is not always clear. As
such, we have provided a more detailed examination of the

instances where the models made predictions that diverged from
the given labels.

BERT and GPT-3.5 produced 21.3% (54/253) and 21.3%
(64/300) incorrect predictions, respectively. It should be recalled
that the difference in the denominator values is because BERT
requires a split test set, whereas, with GPT-3.5, we can use a
larger inference-only set. We assessed the quality of these
incorrect predictions not only to see how “close” they were to
the mark but also to determine whether any human errors had
been made in labeling the incorrect predictions. As provided in
Table 6 for BERT, we observe that 27 prompts were incorrectly
labeled either because of an acceptable error where a clear
prediction is difficult to make (perhaps due to the ambiguity of
what constitutes the difference between the past and present
samples) or where BERT made a better prediction than the
original human label. Treating these 27 predictions as being
acceptable or correct brings the total number of correct
predictions from 199 (78.7%) of 253 to 226 (89.3%) of 253,
which elevates the predictive accuracy considerably to 89.3%.
In these tables, examples are written “as they are” from the
original posts, including typos and terminology that may be
unique to Reddit.
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Table 6. Analysis of incorrect predictions from Bidirectional Encoder Representations from Transformers (BERT; n=54).

ReasonExample postIncorrect predictions, n (%)Error type

BERT predicted the “other” label, but
the user clearly states that he or she was
a previous living donor.

“Required testing to be a living Kidney
donor where I live - these are the tests
I took before becoming a living kidney
donor almost 2 yrs ago everything has
gone great for me and the recipient
happy to answer any questions.”

22 (41)Unacceptable error (BERT<human)

BERT predicted the “other” label,
which could be appropriate if it was a
deceased donor transplant. We predict-
ed the “past” label.

“Hey Mum, it’s been a year since what
was supposed to be a life changing
kidney transplant that took a turn for
the worst. I love you so much and think
about you every day xxx”

12 (22)Acceptable error (BERT human)

We predicted the “other” label because
of the (removed) tag at the end of the
post, which commonly appears in unus-
able posts. BERT predicted the
“present” label, which is the more ap-
propriate label.

“Me 26F with my Dad 58

he needs a kidney and I feel pressured
to donate one. [removed]”

15 (27)Human error (BERT>human)

This is someone’s opinion about a
celebrity who famously received a
kidney transplant from her friend. It is
not a personal experience at all, but the
human label was “present,” and the
BERT label was “past.”

“I used to like her but I found out that
she did not even acknowledge her kid-
ney donor... Just referring to her as a
person I know it seems pretty ungrate-
ful [removed]”

5 (9)Both erred

From our analysis of the incorrect predictions on GPT-3.5 (Table
7), we observed that 26 (40%) of the 64 errors were acceptable.

As mentioned earlier, we had previously observed that many
“past” posts were labeled as “present” because many of the
posts were in a present tense context. The best setting used the
shorter definition of past, which does not teach the model to
treat past experiences nested in present accounts as the past
class, so this is to be expected. Anytime both the human and
predicted labels were wrong, the post was almost always
ambiguous regarding whether it was about living or deceased
donation. The experiences being described could have been a
living donation, but there is not enough information to determine
that for certain.

Regarding BERT, we may allow ourselves to consider the 26
acceptable errors and 10 human errors as being correctly
predicted, changing the total number of correct predictions from
236 (78.7%) of 300 to 272 (90.7%) of 300 for an “actual”
predictive accuracy of 90.7%. While still imperfect, this shows
considerable reliability when using these methods on nuanced
language tasks.

The implications of this examination are threefold: (1)
sometimes human annotations go wrong, even with clear
instructions; (2) these powerful models are capable of correctly
catching things that humans miss (due to decision fatigue or
similar cognitive difficulties); and (3) the models can be largely
trusted to give sensible reasoning, even if the final conclusions
differ from that of a human counterpart.
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Table 7. Analysis of incorrect predictions from ChatGPT (n=64).

ReasonExample postIncorrect predictions, n (%)Error type

The simulated experts reasoned that the
focus of the post was on grief rather than

LKDa and labeled it as “other.” The hu-
man label was given as “past” because the
user mentions a sister who donated her
kidney some time ago.

“relationships My (36F) estranged sister
(43F) donated a kidney to me. I just heard
that she died (for a different reason). I’m
very confused. [removed]”

21 (33)Unacceptable error (ChatG-
PT<human)

This could be easily interpreted as either
a “present” (ChatGPT) or a “past” (hu-
man) label, given that there is no explicit
reference to time. It could go either way,
but it is still clearly related to a personal
experience with LKD.

“Successfully donated a kidney to my sis-
ter whos been fighting Lupus.”

26 (41)Acceptable error (ChatGPT
human)

The simulated experts concluded that this
should be labeled “other” when the human
label had been given as “past.” ChatGPT
made a more correct conclusion because
this may have been from a deceased donor
rather than a living donor. We would need
more information to be certain, so it
should be an “other” label.

“I (30F) had heart and kidney transplant.
Ask Me Anything (AMA).”

10 (16)Human error (ChatGPT >
human)

The human-given label for this was “past”
because of the previous transplant experi-
ences, and the reasoning provided by
ChatGPT concluded that the label should
be “present” because the user mentions
dialysis and being in and out of the hospi-
tal. Both were incorrect because there is
not enough evidence that either of the
transplants was from living donors, and
thus, it should be labeled “other.”

“I am A double kidney transplant recipi-
ent! AMA! I am a 28 year old white male,
I’ve had two renal transplants over the
course of my lifetime. I’ve been on dialy-
sis. I’ve been in and out of hospital my
entire life. I think it’s interesting, but
there’s only one way to find out! Ask Me
Anything.”

7 (11)Both erred

aLKD: living kidney donation.

Limitations and Future Work
BERT and ChatGPT have both proven effective in classifying
personal accounts of LKD on platforms such as Reddit,
achieving approximately 80% accuracy, which increases to
about 90% when considering acceptable errors, marking a step
forward in using web-based data for LKD research. These
models could potentially automate the screening of new content
for further scrutiny, thereby aiding donor support initiatives,
particularly in education and community outreach. Despite the
promising results, the complexity of the subject matter
complicates the task of making perfect predictions. Our initial
attempts to use fine-grained classifications led to suboptimal
results, requiring us to use coarse-grained categories. Regarding
costs, BERT’s open-source nature and the flexibility to fine-tune
make it an appealing choice. In contrast, ChatGPT excels in
providing understandable reasoning for its decisions.

A review of errors indicated that ChatGPT generally understood
the context well, although there were instances where the
reasoning was off the mark, highlighting the importance of
clear, prompt instructions. Interestingly, there were instances
where the LLMs’ reasoning surpassed ours, especially in
delineating the “past” and “present” boundary, thereby
suggesting a potential for iterative prompt enhancements
informed by LLM reasoning. However, the quest for prompt
optimization (or “promptization,” if you will) may present an

unending journey, as the allure of “just one more experiment”
to elevate performance is always present. Drawing a line on
performance as “good enough” is crucial, which may be attained
through automated processes, as explored in some recent and
exciting studies [63-69]. Future work will leverage these
powerful new methodologies to both improve performance on
our coarse-grained 3-class schema as well as achieve superior
performance on the fine-grained 6-class schema that was
unattainable with the present methods.

The performance of both models is significantly constrained by
the size of the available data. While thousands of Reddit posts
related to LKD are accessible, only a fraction pertains to
personal experiences. The performance consistency across
different data folds for BERT and across different sample sizes
for ChatGPT highlights the need for larger datasets to better
gauge each model’s robustness.

A core challenge lies in the task’s inherent demand for a singular
label, which often oversimplifies the nuanced narratives in
internet posts. Future endeavors could explore more elaborate
information extraction techniques, leveraging LLMs such as
ChatGPT to answer multiple queries or even construct
knowledge graphs per post. Although ensuring uniform and
usable output formats remains a hurdle, our work underscores
ChatGPT’s proficiency in deriving insightful inferences from
the text. Our findings concerning the influence of few-shot
learning examples on output bias also suggest the need for
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deeper investigation into the interplay between example
selection and model performance.

With reliable automation methods that can identify when a
person is describing a personal experience with LKD, future
work will extend the reach to additional media platforms, each
of which has its own system for reaching users via advertising.
There will certainly be potential biases in accessing educational
information about living donations based on the characteristics
of audiences most likely to post on each platform. To not
exacerbate disparities, one must examine the generalizability
of the profiles across multiple platforms and ensure the
dissemination of information across platforms that reach diverse
audiences and non-English speakers. An examination of access
to most audience members, particularly the underserved, is
warranted to ensure that all communities are reached equitably.

Utility of Results
By identifying these unique user classifications, tailored
educational interventions for different profiles could be
designed. First, for those most actively considering living
donation, there could be social media campaigns built and
targeted to specific users to invite them to learn more about
living donation. These users can be referred to a trusted site,
which includes education materials and an opportunity to
register to begin donor medical evaluation at a nearby transplant
center [41,42]. For individuals discussing their concerns about
the costs involved with becoming a living donor, referrals to
websites that discuss the ways to apply for grants to cover the
out-of-pocket costs and lost wages could be valuable in their
decision-making [70].

Second, for donors and families identified to have completed
donations, campaigns inviting them to share their experiences
on a living donor storytelling website [8,9] might result in more
real-life stories being captured from diverse individuals to
increase awareness of living donations for the national public.
Stories are particularly valuable for educating learners with low
health literacy or those for whom English is not their primary
language about the possibilities of living donation [71].

Finally, it will be very important to work with experts in
marketing and campaign design to plan social media campaigns
that are motivating and helpful for patients and their families

at different points along their donation journey. Identifying
motivated learners from platforms such as Reddit, delivering
content to them about living donation, and assessing its impact
on learning more or pursuing donation are our next planned
steps.

The proposed profiles may incorrectly identify a person’s
interest or stage of pursuit of donation, making any educational
information sent to them irrelevant. In contrast, users could also
be made uncomfortable if the education being provided matches
their needs perfectly, indicating that their data are being
scrutinized. Users can always disregard nonrelevant content;
however, it will be important in the design of new campaigns
not to assume with too much certainty that all learners are
correctly identified. Respect for users is an ethical tenet that
must always be considered in designing the campaigns and
communicating how we found that they might be considering
living donations as we move forward.

Conclusions
Much of the previous health care–related research about LLMs
has been centered on their reliability in producing quality
medical information. In contrast, we endeavor to extract
individual-level information from the internet that can be used
to inform health care providers. Consequently, there is little
comparison that can be made to previous work other than to
say that the reliability of the models is subject to the instructions
they are given. However, our experimental results do illustrate
that when using examples as part of the prompt (few-shot), bias
toward the class of the given examples can affect performance.
We have also shown that simulating a dialogue between 2
experts is more effective than using stand-alone reasoning.

This study takes a significant step in applying advanced NLP
methods to the field of LKD, focusing on automating the
detection of personal LKD experiences in online content. Both
BERT and ChatGPT proved effective for this task, each with
its own advantages and disadvantages. Our new DUCC method
outperformed traditional reasoning approaches, emphasizing
the importance of further work on improving prompt design.
The study also highlights the need for automated prompt creation
to reduce the time and effort currently required for manual
testing, making NLP applications in the LKD field more
efficient and impactful.

Acknowledgments
This study is supported in part by the Logistics and Distribution Institute at the University of Louisville. XC is supported by the
American Heart Association (23CSA1052735), and National Science Foundation (CMMI-2430998).

Conflicts of Interest
None declared.

Multimedia Appendix 1
Full experimental results.
[XLSX File (Microsoft Excel File), 13 KB-Multimedia Appendix 1]

References

JMIR AI 2025 | vol. 4 | e57319 | p. 13https://ai.jmir.org/2025/1/e57319
(page number not for citation purposes)

Nielsen et alJMIR AI

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=ai_v4i1e57319_app1.xlsx&filename=17ed345dc2bdf2217d7d484a56abf7b5.xlsx
https://jmir.org/api/download?alt_name=ai_v4i1e57319_app1.xlsx&filename=17ed345dc2bdf2217d7d484a56abf7b5.xlsx
http://www.w3.org/Style/XSL
http://www.renderx.com/


1. Abecassis M, Bartlett ST, Collins AJ, Davis CL, Delmonico FL, Friedewald JJ, et al. Kidney transplantation as primary
therapy for end-stage renal disease: a National Kidney Foundation/Kidney Disease Outcomes Quality Initiative
(NKF/KDOQITM) conference. Clin J Am Soc Nephrol. Mar 2008;3(2):471-480. [FREE Full text] [doi:
10.2215/CJN.05021107] [Medline: 18256371]

2. Axelrod DA, Schnitzler MA, Xiao H, Irish W, Tuttle-Newhall E, Chang S, et al. An economic assessment of contemporary
kidney transplant practice. Am J Transplant. May 2018;18(5):1168-1176. [FREE Full text] [doi: 10.1111/ajt.14702] [Medline:
29451350]

3. All-time records again set in 2021 for organ transplants, organ donation from deceased donors. Health Resources and
Services Administration. URL: https://optn.transplant.hrsa.gov/news/
all-time-records-again-set-in-2021-for-organ-transplants-organ-donation-from-deceased-donors/ [accessed 2023-01-25]

4. Lentine KL, Smith JM, Hart A, Miller J, Skeans MA, Larkin L, et al. OPTN/SRTR 2020 annual data report: kidney. Am
J Transplant. Mar 2022;22 Suppl 2:21-136. [FREE Full text] [doi: 10.1111/ajt.16982] [Medline: 35266618]

5. Purnell TS, Hall YN, Boulware LE. Understanding and overcoming barriers to living kidney donation among racial and
ethnic minorities in the United States. Adv Chronic Kidney Dis. Jul 2012;19(4):244-251. [FREE Full text] [doi:
10.1053/j.ackd.2012.01.008] [Medline: 22732044]

6. Purnell TS, Luo X, Cooper LA, Massie AB, Kucirka LM, Henderson ML, et al. Association of race and ethnicity with live
donor kidney transplantation in the United States from 1995 to 2014. JAMA. Jan 02, 2018;319(1):49-61. [FREE Full text]
[doi: 10.1001/jama.2017.19152] [Medline: 29297077]

7. Morgan SE, Harrison TR, Long SD, Afifi WA, Stephenson MS, Reichert T. Family discussions about organ donation: how
the media influences opinions about donation decisions. Clin Transplant. Oct 11, 2005;19(5):674-682. [doi:
10.1111/j.1399-0012.2005.00407.x] [Medline: 16146561]

8. Ho EW, Murillo AL, Davis LA, Iraheta YA, Advani SM, Feinsinger A, et al. Findings of living donation experiences shared
on a digital storytelling platform: a thematic analysis. PEC Innov. Dec 2022;1:100023. [FREE Full text] [doi:
10.1016/j.pecinn.2022.100023] [Medline: 37213721]

9. Davis L, Iraheta YA, Ho EW, Murillo AL, Feinsinger A, Waterman AD. Living kidney donation stories and advice shared
through a digital storytelling library: a qualitative thematic analysis. Kidney Med. Jul 2022;4(7):100486. [FREE Full text]
[doi: 10.1016/j.xkme.2022.100486] [Medline: 35755303]

10. Kaplow K, Ruck JM, Levan ML, Thomas AG, Stewart D, Massie AB, et al. National attitudes towards living kidney
donation in the United States: results of a public opinion survey. Kidney Med. Mar 2024;6(3):100788. [FREE Full text]
[doi: 10.1016/j.xkme.2023.100788] [Medline: 38435064]

11. Amaral S, McCulloch CE, Black E, Winnicki E, Lee B, Roll GR, et al. Trends in living donation by race and ethnicity
among children with end-stage renal disease in the United States, 1995-2015. Transplant Direct. Jul 2020;6(7):e570. [FREE
Full text] [doi: 10.1097/TXD.0000000000001008] [Medline: 32766425]

12. Waterman AD, Morgievich M, Cohen DJ, Butt Z, Chakkera HA, Lindower C, et al. American Society of Transplantation.
Living donor kidney transplantation: improving education outside of transplant centers about live donor
transplantation--recommendations from a consensus conference. Clin J Am Soc Nephrol. Sep 04, 2015;10(9):1659-1669.
[FREE Full text] [doi: 10.2215/CJN.00950115] [Medline: 26116651]

13. Waterman AD, Peipert JD. An explore transplant group randomized controlled education trial to increase dialysis patients'
decision-making and pursuit of transplantation. Prog Transplant. Jun 26, 2018;28(2):174-183. [doi:
10.1177/1526924818765815] [Medline: 29699451]

14. Asghari M, Nielsen J, Gentili M, Koizumi N, Elmaghraby A. Classifying comments on social media related to living kidney
donation: machine learning training and validation study. JMIR Med Inform. Nov 08, 2022;10(11):e37884. [FREE Full
text] [doi: 10.2196/37884] [Medline: 36346661]

15. Vaswani A, Shazeer N, Parmar N, Uszkoreit J, Jones L, Gomez AN, et al. Attention is all you need. In: Proceedings of the
31st International Conference on Neural Information Processing Systems. 2017. Presented at: NIPS'17; December 4-9,
2017:6000-6010; Long Beach, CA. URL: https://dl.acm.org/doi/10.5555/3295222.3295349

16. Yang Z, Dai Z, Yang Y, Carbonell J, Salakhutdinov R, Le QV. XLNet: generalized autoregressive pretraining for language
understanding. arXiv. Preprint posted online June 19, 2019. [FREE Full text]

17. Liu Y, Ott M, Goyal N, Du J, Joshi M, Chen D, et al. RoBERTa: a robustly optimized BERT pretraining approach. arXiv.
Preprint posted online July 26, 2019. [FREE Full text]

18. Chernyavskiy A, Ilvovsky D, Nakov P. Transformers: "the end of history" for NLP? arXiv. Preprint posted online April 9,
2021. [FREE Full text]

19. Devlin J, Chang MW, Lee K, Toutanova K. Bert: pre-training of deep bidirectional transformers for language understanding.
arXiv. Preprint posted online October 11, 2018. [FREE Full text]

20. Acheampong FA, Nunoo-Mensah H, Chen W. Transformer models for text-based emotion detection: a review of BERT-based
approaches. Artif Intell Rev. Feb 08, 2021;54(8):5789-5829. [doi: 10.1007/S10462-021-09958-2]

21. Ray PP. ChatGPT: a comprehensive review on background, applications, key challenges, bias, ethics, limitations and future
scope. Internet Things Cyber Phys Syst. 2023;3:121-154. [doi: 10.1016/j.iotcps.2023.04.003]

JMIR AI 2025 | vol. 4 | e57319 | p. 14https://ai.jmir.org/2025/1/e57319
(page number not for citation purposes)

Nielsen et alJMIR AI

XSL•FO
RenderX

https://europepmc.org/abstract/MED/18256371
http://dx.doi.org/10.2215/CJN.05021107
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=18256371&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S1600-6135(22)09535-1
http://dx.doi.org/10.1111/ajt.14702
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29451350&dopt=Abstract
https://optn.transplant.hrsa.gov/news/all-time-records-again-set-in-2021-for-organ-transplants-organ-donation-from-deceased-donors/
https://optn.transplant.hrsa.gov/news/all-time-records-again-set-in-2021-for-organ-transplants-organ-donation-from-deceased-donors/
https://linkinghub.elsevier.com/retrieve/pii/S1600-6135(22)08295-8
http://dx.doi.org/10.1111/ajt.16982
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35266618&dopt=Abstract
https://europepmc.org/abstract/MED/22732044
http://dx.doi.org/10.1053/j.ackd.2012.01.008
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22732044&dopt=Abstract
https://europepmc.org/abstract/MED/29297077
http://dx.doi.org/10.1001/jama.2017.19152
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29297077&dopt=Abstract
http://dx.doi.org/10.1111/j.1399-0012.2005.00407.x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16146561&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S2772-6282(22)00008-5
http://dx.doi.org/10.1016/j.pecinn.2022.100023
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37213721&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S2590-0595(22)00102-9
http://dx.doi.org/10.1016/j.xkme.2022.100486
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35755303&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S2590-0595(23)00206-6
http://dx.doi.org/10.1016/j.xkme.2023.100788
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38435064&dopt=Abstract
https://europepmc.org/abstract/MED/32766425
https://europepmc.org/abstract/MED/32766425
http://dx.doi.org/10.1097/TXD.0000000000001008
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32766425&dopt=Abstract
https://europepmc.org/abstract/MED/26116651
http://dx.doi.org/10.2215/CJN.00950115
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26116651&dopt=Abstract
http://dx.doi.org/10.1177/1526924818765815
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29699451&dopt=Abstract
https://medinform.jmir.org/2022/11/e37884/
https://medinform.jmir.org/2022/11/e37884/
http://dx.doi.org/10.2196/37884
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36346661&dopt=Abstract
https://dl.acm.org/doi/10.5555/3295222.3295349
https://arxiv.org/abs/1906.08237
https://arxiv.org/abs/1907.11692
https://arxiv.org/abs/2105.00813
https://arxiv.org/abs/1810.04805
http://dx.doi.org/10.1007/S10462-021-09958-2
http://dx.doi.org/10.1016/j.iotcps.2023.04.003
http://www.w3.org/Style/XSL
http://www.renderx.com/


22. White J, Fu Q, Hays S, Sandborn M, Olea C, Gilbert H, et al. A prompt pattern catalog to enhance prompt engineering with
ChatGPT. arXiv. Preprint posted online February 21, 2023. [FREE Full text]

23. Reynolds L, McDonell K. Prompt programming for large language models: beyond the few-shot paradigm. arXiv. Preprint
posted online February 15, 2021. [FREE Full text] [doi: 10.1145/3411763.3451760]

24. Liu Y, Deng G, Xu Z, Li Y, Zheng Y, Zhang Y, et al. Jailbreaking ChatGPT via prompt engineering: an empirical study.
arXiv. Preprint posted online May 23, 2023. [FREE Full text]

25. Shi Z, Wang Y, Yin F, Chen X, Chang KW, Hsieh CJ. Red teaming language model detectors with language models. arXiv.
Preprint posted online May 31, 2023. [FREE Full text] [doi: 10.1162/tacl_a_00639]

26. Casper S, Lin J, Kwon J, Cilp G, Hadfield-Menell D. Explore, establish, exploit: red teaming language models from scratch.
arXiv. Preprint posted online June 15, 2023. [FREE Full text]

27. Shinn N, Cassano F, Berman E, Gopinath A, Narasimhan K, Yao S. Reflexion: language agents with verbal reinforcement
learning. arXiv. Preprint posted online March 20, 2023. [FREE Full text]

28. Wei J, Wang X, Schuurmans D, Bosma M, Ichter B, Xia F, et al. Chain-of-thought prompting elicits reasoning in large
language models. arXiv. Preprint posted online January 28, 2022. [FREE Full text]

29. Wang X, Wei J, Schuurmans D, Le Q, Chi E, Narang S, et al. Self-consistency improves chain of thought reasoning in
language models. arXiv. Preprint posted online March 21, 2021. [FREE Full text]

30. Yao S, Yu D, Zhao J, Shafran I, Griffiths TL, Cao Y, et al. Tree of thoughts: deliberate problem solving with large language
models. arXiv. Preprint posted online May 17, 2023. [FREE Full text]

31. Papers. Prompt Engineering Guide. URL: https://www.promptingguide.ai/papers [accessed 2024-04-29]
32. Meskó B. Prompt engineering as an important emerging skill for medical professionals: tutorial. J Med Internet Res. Oct

04, 2023;25:e50638. [FREE Full text] [doi: 10.2196/50638] [Medline: 37792434]
33. Wang J, Shi E, Yu S, Wu Z, Ma C, Dai H, et al. Prompt engineering for healthcare: methodologies and applications. arXiv.

Preprint posted online April 28, 2023. [FREE Full text]
34. Wang L, Chen X, Deng X, Wen H, You M, Liu W, et al. Prompt engineering in consistency and reliability with the

evidence-based guideline for LLMs. NPJ Digit Med. Feb 20, 2024;7(1):41. [FREE Full text] [doi:
10.1038/s41746-024-01029-4] [Medline: 38378899]

35. Patel D, Raut G, Zimlichman E, Cheetirala SN, Nadkarni G, Glicksberg BS, et al. The limits of prompt engineering in
medical problem-solving: a comparative analysis with ChatGPT on calculation based USMLE medical questions. medRxiv.
Preprint posted online August 9, 2023. [FREE Full text] [doi: 10.1101/2023.08.06.23293710]

36. Lim S, Schmälzle R. Artificial intelligence for health message generation: an empirical study using a large language model
(LLM) and prompt engineering. Front Commun. May 26, 2023;8:1129082. [doi: 10.3389/fcomm.2023.1129082]

37. Ali H, Bulbul MF, Shah Z. Prompt engineering in medical image segmentation: an overview of the paradigm shift. In:
Proceedings of the 2023 IEEE International Conference on Artificial Intelligence, Blockchain, and Internet of Things. 2023.
Presented at: AIBThings '23; September 16-17, 2023:1-4; Mount Pleasant, MI. URL: https://ieeexplore.ieee.org/document/
10292475 [doi: 10.1109/aibthings58340.2023.10292475]

38. Argyris YA, Monu K, Tan P, Aarts C, Jiang F, Wiseley KA. Using machine learning to compare provaccine and antivaccine
discourse among the public on social media: algorithm development study. JMIR Public Health Surveill. Jun 24,
2021;7(6):e23105. [FREE Full text] [doi: 10.2196/23105] [Medline: 34185004]

39. Henderson ML. Social media in the identification of living kidney donors: platforms, tools, and strategies. Curr Transpl
Rep. Jan 18, 2018;5(1):19-26. [doi: 10.1007/S40472-018-0179-8]

40. Jiang X, Jiang W, Cai J, Su Q, Zhou Z, He L, et al. Characterizing media content and effects of organ donation on a social
media platform: content analysis. J Med Internet Res. Mar 12, 2019;21(3):e13058. [FREE Full text] [doi: 10.2196/13058]
[Medline: 30860489]

41. DuBray BJ, Shawar SH, Rega SA, Smith KM, Centanni KM, Warmke K, et al. Impact of social media on self-referral
patterns for living kidney donation. Kidney360. Dec 31, 2020;1(12):1419-1425. [doi: 10.34067/kid.0003212020]

42. Joachim E. Self-referral patterns of living kidney donors via social media: examining an expanding platform. Kidney360.
Dec 31, 2020;1(12):1337-1338. [FREE Full text] [doi: 10.34067/KID.0005732020] [Medline: 35372901]

43. Kumar K, King E, Muzaale A, Konel J, Bramstedt K, Massie A, et al. A smartphone app for increasing live organ donation.
Am J Transplant. Dec 2016;16(12):3548-3553. [FREE Full text] [doi: 10.1111/ajt.13961] [Medline: 27402293]

44. Murphy MD, Pinheiro D, Iyengar R, Lim G, Menezes R, Cadeiras M. A data-driven social network intervention for
improving organ donation awareness among minorities: analysis and optimization of a cross-sectional study. J Med Internet
Res. Jan 14, 2020;22(1):e14605. [FREE Full text] [doi: 10.2196/14605] [Medline: 31934867]

45. Kazley AS, Hamidi B, Balliet W, Baliga P. Social media use among living kidney donors and recipients: survey on current
practice and potential. J Med Internet Res. Dec 20, 2016;18(12):e328. [FREE Full text] [doi: 10.2196/jmir.6176] [Medline:
27998880]

46. Ruck JM, Henderson ML, Eno AK, Van Pilsum Rasmussen SE, DiBrito SR, Thomas AG, et al. Use of Twitter in
communicating living solid organ donation information to the public: an exploratory study of living donors and transplant
professionals. Clin Transplant. Jan 07, 2019;33(1):e13447. [FREE Full text] [doi: 10.1111/ctr.13447] [Medline: 30421841]

JMIR AI 2025 | vol. 4 | e57319 | p. 15https://ai.jmir.org/2025/1/e57319
(page number not for citation purposes)

Nielsen et alJMIR AI

XSL•FO
RenderX

https://arxiv.org/abs/2302.11382
https://arxiv.org/abs/2102.07350
http://dx.doi.org/10.1145/3411763.3451760
https://arxiv.org/abs/2305.13860
https://arxiv.org/abs/2305.19713
http://dx.doi.org/10.1162/tacl_a_00639
https://arxiv.org/abs/2306.09442
https://arxiv.org/abs/2303.11366
https://arxiv.org/abs/2201.11903
https://arxiv.org/abs/2203.11171
https://arxiv.org/abs/2305.10601#
https://www.promptingguide.ai/papers
https://www.jmir.org/2023//e50638/
http://dx.doi.org/10.2196/50638
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37792434&dopt=Abstract
https://arxiv.org/abs/2304.14670
https://doi.org/10.1038/s41746-024-01029-4
http://dx.doi.org/10.1038/s41746-024-01029-4
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38378899&dopt=Abstract
https://www.medrxiv.org/content/10.1101/2023.08.06.23293710v1
http://dx.doi.org/10.1101/2023.08.06.23293710
http://dx.doi.org/10.3389/fcomm.2023.1129082
https://ieeexplore.ieee.org/document/10292475
https://ieeexplore.ieee.org/document/10292475
http://dx.doi.org/10.1109/aibthings58340.2023.10292475
https://publichealth.jmir.org/2021/6/e23105/
http://dx.doi.org/10.2196/23105
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34185004&dopt=Abstract
http://dx.doi.org/10.1007/S40472-018-0179-8
https://www.jmir.org/2019/3/e13058/
http://dx.doi.org/10.2196/13058
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30860489&dopt=Abstract
http://dx.doi.org/10.34067/kid.0003212020
https://europepmc.org/abstract/MED/35372901
http://dx.doi.org/10.34067/KID.0005732020
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35372901&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S1600-6135(22)00697-9
http://dx.doi.org/10.1111/ajt.13961
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27402293&dopt=Abstract
https://www.jmir.org/2020/1/e14605/
http://dx.doi.org/10.2196/14605
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31934867&dopt=Abstract
https://www.jmir.org/2016/12/e328/
http://dx.doi.org/10.2196/jmir.6176
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27998880&dopt=Abstract
https://europepmc.org/abstract/MED/30421841
http://dx.doi.org/10.1111/ctr.13447
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30421841&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


47. Eno AK, Thomas AG, Ruck JM, Van Pilsum Rasmussen SE, Halpern SE, Waldram MM, et al. Assessing the attitudes and
perceptions regarding the use of mobile health technologies for living kidney donor follow-up: survey study. JMIR Mhealth
Uhealth. Oct 09, 2018;6(10):e11192. [FREE Full text] [doi: 10.2196/11192] [Medline: 30305260]

48. Gordon EJ, Shand J, Black A. Google analytics of a pilot mass and social media campaign targeting Hispanics about living
kidney donation. Internet Interv. Nov 2016;6:40-49. [FREE Full text] [doi: 10.1016/j.invent.2016.09.002] [Medline:
30135813]

49. Britt RK, Britt BC, Anderson J, Fahrenwald N, Harming S. "Sharing hope and healing": a culturally tailored social media
campaign to promote living kidney donation and transplantation among native Americans. Health Promot Pract. Nov 02,
2021;22(6):786-795. [doi: 10.1177/1524839920974580] [Medline: 33267677]

50. Pacheco DF, Pinheiro D, Cadeiras M, Menezes R. Characterizing organ donation awareness from social media. In:
Proceedings of the 33rd International Conference on Data Engineering. 2017. Presented at: ICDE '17; April 19-22,
2017:1541-1548; San Diego, CA. URL: https://ieeexplore.ieee.org/document/7930122 [doi: 10.1109/icde.2017.225]

51. Basu G, Nair S, Sibel G, Dheerendra P, Penmatsa KR, Balasubramanian K, et al. Social media and organ donation - a
narrative review. Indian J Transplant. 2021;15(2):139-146. [FREE Full text] [doi: 10.4103/ijot.ijot_138_20]

52. Tan M, Mulloy M, Pollinger H, Gibney E. Impact of social media on living kidney donation awareness. Transplantation.
2014;98:836-837. [doi: 10.1097/00007890-201407151-02857]

53. Chang A, Anderson EE, Turner HT, Shoham D, Hou SH, Grams M. Identifying potential kidney donors using social
networking web sites. Clin Transplant. Apr 22, 2013;27(3):E320-E326. [FREE Full text] [doi: 10.1111/ctr.12122] [Medline:
23600791]

54. Ayorinde JO, Saeb-Parsy K, Hossain A. Opportunities and challenges in using social media in organ donation. JAMA Surg.
Sep 01, 2020;155(9):797-798. [doi: 10.1001/jamasurg.2020.0791] [Medline: 32936283]

55. Lee C, Lin M, Lin H, Ting Y, Wang H, Wang C, et al. Survey of factors associated with the willingness toward living
kidney donation. J Formos Med Assoc. Nov 2022;121(11):2300-2307. [FREE Full text] [doi: 10.1016/j.jfma.2022.06.007]
[Medline: 35803885]

56. Garcia Valencia OA, Thongprayoon C, Miao J, Suppadungsuk S, Krisanapan P, Craici IM, et al. Empowering inclusivity:
improving readability of living kidney donation information with ChatGPT. Front Digit Health. Apr 10, 2024;6:1366967.
[FREE Full text] [doi: 10.3389/fdgth.2024.1366967] [Medline: 38659656]

57. Wu X, Zheng W, Xia X, Lo D. Data quality matters: a case study on data label correctness for security bug report prediction.
IIEEE Trans Software Eng. Jul 1, 2022;48(7):2541-2556. [doi: 10.1109/tse.2021.3063727]

58. Lin TY, Goyel P, Girshick R, He K, Dollár P. Focal loss for dense object detection. arXiv. Preprint posted online August
7, 2017. [FREE Full text] [doi: 10.1109/iccv.2017.324]

59. Loshchilov I, Hutter F. Decoupled weight decay regularization. arXiv. Preprint posted online November 14, 2017. [FREE
Full text] [doi: 10.1090/mbk/121/79]

60. Akiba T, Sano S, Yanase T, Ohta T, Koyama M. Optuna: a next-generation hyperparameter optimization framework. In:
Proceedings of the 25th ACM SIGKDD International Conference on Knowledge Discovery & Data Mining. 2019. Presented
at: KDD '19; August 4-8, 2019:2623-2631; Anchorage, AK. URL: https://dl.acm.org/doi/10.1145/3292500.3330701 [doi:
10.1145/3292500.3330701]

61. Brown TB, Mann B, Ryder N, Subbiah M, Kaplan J, Dhariwal P, et al. Language models are few-shot learners. arXiv.
Preprint posted online May 28, 2020. [FREE Full text]

62. OpenAI developer platform. OpenAI. URL: https://platform.openai.com [accessed 2024-04-29]
63. Zhou Y, Muresanu AI, Han Z, Paster K, Pitis S, Chan H, et al. Large language models are human-level prompt engineers.

arXiv. Preprint posted online November 3, 2022. [FREE Full text]
64. Pryzant R, Iter D, Li J, Lee YT, Zhu C, Zeng M. Automatic prompt optimization with "gradient descent" and beam search.

arXiv. Preprint posted online May 4, 2023. [FREE Full text] [doi: 10.18653/v1/2023.emnlp-main.494]
65. Sordoni A, Yuan X, Côté MA, Pereira M, Trischler A, Xiao Z, et al. Joint prompt optimization of stacked LLMs using

variational inference. arXiv. Preprint posted online June 21, 2023. [FREE Full text]
66. Sun H, Li X, Xu Y, Homma Y, Cao Q, Wu M, et al. AutoHint: automatic prompt optimization with hint generation. arXiv.

Preprint posted online July 13, 2023. [FREE Full text]
67. Yang C, Wang X, Lu Y, Liu H, Le QV, Zhou D, et al. Large language models as optimizers. arXiv. Preprint posted online

September 7, 2023. [FREE Full text]
68. Chen A, Dohan DM, So DR. EvoPrompting: language models for code-level neural architecture search. arXiv. Preprint

posted online February 28, 2023. [FREE Full text]
69. Fernando C, Banarse H, Michalewski H, Osindero S, Rocktäschel T. Promptbreeder: self-referential self-improvement via

prompt evolution. arXiv. Preprint posted online September 28, 2023. [FREE Full text]
70. Home. National Living Donor Assistance Center. URL: https://www.livingdonorassistance.org/ [accessed 2025-09-01]
71. Lipsey AF, Waterman AD, Wood EH, Balliet W. Evaluation of first-person storytelling on changing health-related attitudes,

knowledge, behaviors, and outcomes: a scoping review. Patient Educ Couns. Oct 2020;103(10):1922-1934. [doi:
10.1016/j.pec.2020.04.014] [Medline: 32359877]

JMIR AI 2025 | vol. 4 | e57319 | p. 16https://ai.jmir.org/2025/1/e57319
(page number not for citation purposes)

Nielsen et alJMIR AI

XSL•FO
RenderX

https://mhealth.jmir.org/2018/10/e11192/
http://dx.doi.org/10.2196/11192
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30305260&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S2214-7829(16)30020-3
http://dx.doi.org/10.1016/j.invent.2016.09.002
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30135813&dopt=Abstract
http://dx.doi.org/10.1177/1524839920974580
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33267677&dopt=Abstract
https://ieeexplore.ieee.org/document/7930122
http://dx.doi.org/10.1109/icde.2017.225
https://journals.lww.com/ijjt/fulltext/2021/15020/social_media_and_organ_donation___a_narrative.11.aspx
http://dx.doi.org/10.4103/ijot.ijot_138_20
http://dx.doi.org/10.1097/00007890-201407151-02857
https://europepmc.org/abstract/MED/23600791
http://dx.doi.org/10.1111/ctr.12122
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23600791&dopt=Abstract
http://dx.doi.org/10.1001/jamasurg.2020.0791
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32936283&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S0929-6646(22)00246-7
http://dx.doi.org/10.1016/j.jfma.2022.06.007
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35803885&dopt=Abstract
https://europepmc.org/abstract/MED/38659656
http://dx.doi.org/10.3389/fdgth.2024.1366967
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38659656&dopt=Abstract
http://dx.doi.org/10.1109/tse.2021.3063727
https://arxiv.org/abs/1708.02002
http://dx.doi.org/10.1109/iccv.2017.324
https://arxiv.org/abs/1711.05101
https://arxiv.org/abs/1711.05101
http://dx.doi.org/10.1090/mbk/121/79
https://dl.acm.org/doi/10.1145/3292500.3330701
http://dx.doi.org/10.1145/3292500.3330701
https://arxiv.org/abs/2005.14165
https://platform.openai.com
https://arxiv.org/abs/2211.01910
https://arxiv.org/abs/2305.03495
http://dx.doi.org/10.18653/v1/2023.emnlp-main.494
https://arxiv.org/abs/2306.12509
https://arxiv.org/abs/2307.07415
https://arxiv.org/abs/2309.03409
https://arxiv.org/abs/2302.14838
https://arxiv.org/abs/2309.16797
https://www.livingdonorassistance.org/
http://dx.doi.org/10.1016/j.pec.2020.04.014
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32359877&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


Abbreviations
BERT: Bidirectional Encoder Representations from Transformers
DUCC: dialogue until classification consensus
LDKT: living donor kidney transplantation
LKD: living kidney donation
LLM: large language model
NLP: natural language processing
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